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Executive Summary

This report provides a response to Section 221 of Public LawlGB9-t is based on field tests,
exercises, demonstrations, experiments, simulationsraalgses conducted by Department of
Defense (DoD) Components over the last five year$, antphasis on the most recent year (July
2006 through June 2007) test results. This report provides an tpdagereport submitted to
Congress at the end of the last Fiscal Year (FY).

The DoD Internet Protocol (IP) Version 6 (IPv6) Trainsi Office (DITO) established a
repository of IPv6 Test and Evaluation (T&E) reports ptedi by DoD Components in response
to requests from the Assistant Secretary of Defensidbtworks and Information Integration/
DoD Chief Information Officer (ASD(NII)/DoD CIO). Téhdata contained in these reports have
been evaluated with respect to the principal T&E objestofehe DoD IPv6 Master Test Plan
Version 2.0 (MTP v2.0). The DoD Components [Army, Nadiy,Force, National Security
Agency (NSA), and Defense Information Systems Agenc$ /)] have provided a total of 102
reports. For FY 2007, 44 reports were received, 19 remorisYf 2006, and 39 reports for FY
2005 (for T&E conducted FY 2003 through FY 2005).

The DoD Components reported a significant increasevi T&E activity during this reporting
period, covering all 10 Joint Staff IPv6 operational ciate Based on a cumulative analysis of
all reports, one of the ten criteria, scalabilityi{€ion 6), has been fully demonstrated for
transition to IPv6. Interoperability (Criterion 2) andfpemance (Criterion 3) are expected to be
completely demonstrated in the upcoming year as welleasents of network transition
techniques (Criterion 8). More T&E in operationally-rsta¢ environments is needed to verify
the demonstration of these criteria.

Although there was considerable T&E for security (Ciaterl) during this reporting period,
commercial development and implementation of secdetyices/applications are still needed in
demonstrating this criterion. Voice, data, and video integrdCriterion 4) and operation in
low-bandwidth environment (Criterion 5) need technical gunésli defined standards, and
products (available for Criterion 4) to further demortstthese criteria. Mobility (Criterion 7),
network management (Criterion 9), and ad hoc networkinigef@n 10) lacked development
and implementation, resulting in limited T&E.

The DoD Components are developing T&E plans for thgacHic Joint Staff IPv6 operational
criteria and are following the guidance set forth inDle® IPv6 MTP v2.0. The DoD is
facilitating the sharing of IPv6 T&E results among D8Dmponents and other federal IPv6
working groups through DoD web portals.

The results presented in this report indicate that vdoifesiderable T&E is still required on
operational networks, the maturity and stability of IPvéht®logies have made significant
progress. T&E is required to support demonstration ofdhet Staff IPv6 operational criteria
and DoD Approved Products List (APL) certification. Tdevelopment and availability of
critical, fully functional IPv6-capable products lag onge areas that could affect the DoD's
schedule for IPv6 T&E and deployment.
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1 Introduction

1.1 Purpose

The FY 2007 DoD IPv6 T&E Report is provided in response toic@e221 of Public Law
109-163. This report provides an assessment of IPv6 T&E adicarried out by the DoD
Components with respect to the T&E objectives of th® IrRv6 MTP v2.0 This report is also
an input to the congressionally directed IPv6 certificabyg the Chairman of the Joint Chiefs of
Staff.

1.2 Test and Evaluation Objectives

The DoD IPv6 T&E Report provides consolidated test resmtsassessments in support of the
DoD transition to IPv6 and identifies what is compleded what T&E is still required.
Assessment of the individual IPv6 T&E reports furnished byDbD Components will address
the progress in meeting the two objectives, as defindteiDoD IPv6 MTP v2.0:

* Demonstrate the functionality of IPv6 as delineatedhéndoint Staff IPv6 operational
criteria.

» Establish an APL of IPv6 products that have been ceftibeneet a set of DoD
requirements for interoperability and Information Assaea(iA).

1.2.1 Demonstration of the Joint Staff IPv6 Operational Criteria

The Joint Staff enumerated 10 operational criteriarthegt be demonstrated before the DoD
transitions its networks to IPv6. These criteria provigetop-level operational and technical
capabilities necessary to verify that IPv6 fulfills theeds of the DoD. Each criterion was
decomposed to provide two subordinate levels of measurabiesdfidble functional elements
that allow demonstration through T&E:

* Level 1 decomposition identifies capabilities requiredeiach criterion.

» Level 2 decomposition identifies the specific technolagfyastructure, and/or
functionality to demonstrate Level 1 decomposition.

The criteria and their associated Level 1 and Level @rdposition elements have been
allocated among the Military Departments, NSA, and Di&Afurther decomposition and
subsequent test coordination.

Additionally, Congress directed the Chairman of thetJGhiefs of Staff to provide certification
that conversion of DoD networks to IPv6 would “provide gglént or better performance and
capabilities than that which would be provided by any othetbaoation of available
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technologies and protocols.” The mapping of the DoD Compts’ IPv6 T&E results to the
Joint Staff IPv6 operational criteria will support thestification.

1.2.2 Approved Products List

The DoD APL is a registry of information technology guets which have been assessed by
DoD entities and have passed DoD interoperability and irgftiom assurance (I1A) requirements.
Beginning in 2008, IPv6 capability will be assessed for alkmédion technology products
submitted for inclusion on the DoD APL. The additioranfinformation technology product

to the DoD APL will occur only after the product meetdD®v6 certification requirements.
Requirements for IPv6 interoperability certificationside from the DoD Information
Technology Standards Registry (DISR) IPv6 Standard Bsofidr IPv6 Capable Products. The
processes, procedures, and technical standards for the iédnpafrtesting are currently under
development. Once developed, products will be tested\fooinpliance. DoD Components
shall purchase information technology products from the BBD.

DISA Joint Interoperability Test Command (JITC) isp@ssible for interoperability testing
processes and procedures for products that are placed ARlthd Pv6-capable products are
divided into seven categories: host, network appliareger, applications, layer 3 (L3) switch,
security device, and network server. A growing numbg@roducts are listed on the DoD APL,
including one host, one network appliance, 17 routersywefebrowser, one mail client, and one
network server. DISA is responsible for developing psees, procedures, and technical
standards for IPv6 1A testing. The DoD APL is located a
http://jitc.fhu.disa.mil/adv_ip/reqister/register.htmi

1.3 Scope

The scope of analysis in this report is limited to T&Barts submitted by DoD Components in
response to requests from the ASD(NII)/DoD CIO. Tled®Deceived 44 reports (the most
significant in terms of supporting the T&E objectivesiaie) from the Components (Army,
Navy, Air Force, NSA, and DISA) during FY 2007, 19 repootsRY 2006, and 39 reports for
FY 2005 (for T&E conducted FY 2003 through FY 2005). The evalu&t@m for this report
was led by DISA (JITC), under the direction of ASD(ND®D CIO and Director, Operational
Test and Evaluation (DOT&E), and supported by DITO. Téort provides the results of
analyses for the 44 reports and integrates the analyfethei58 previously submitted reports to
provide a cumulative status for IPv6 T&E. This yeatsalative status is compared with the
last two years to assess progress toward IPv6 transition

1.4 FY 2005 and FY 2006 Reported Results and Recommendations
The FY 2005 DoD IPv6 T&E Report indicated that IPv6 techgiels, as examined by the DoD

Components, had progressed significantly toward the pbedioption and that some aspects of
IPv6 appeared ready to deploy in a single network domaandave environment within
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operational networks. However, results and recommemdatiom that report indicated that
additional effort was needed in the areas of secym@sfprmance, scalability, creation of a DoD
APL, application porting or development, Quality of SeevfQoS), transition mechanisms, and
network management.

All areas identified in the FY 2005 T&E Report as needidditional T&E efforts, with the
exception of scalability, were examined in the FY 2006 TRd&port as follows: Interoperability
(Criterion 2) and network transition techniques (CriteBpinad progressed sufficiently to allow
use of the base protocol and the major transition mesimar(dual stack and tunneling) to
support broader testing in more operationally-realistisrenments. FY 2007 T&E was
expected to encompass security (Criterion 1); perforenf@aterion 3); and voice, data, and
video integration (Criterion 4). IPv6 capabilities foretleriteria [low-bandwidth operation
(Criterion 5), and tactical deployability and ad hoc reekang (Criterion 10)] were found to be
still too immature to support significantly expanded testing.
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2 |IPv6 Test and Evaluation Results

2.1 Overview

This section provides the overall status of DoD IPv6 Ti&Bupport of the DoD’s transition to
IPv6 and summarizes IPv6 T&E results reported by Doh@ments for the period July 2006
through June 2007. There were 44 T&E reports analyzeddarutient reporting period. This
was a significant increase in the number of reports fitgprevious year. Appendix D contains
the summaries for each of these reports. Reports deldrfotr the current reporting period
address the Joint Staff IPv6 operational criteria notearly and generally present better T&E
results than the previous year. T&E indicates tlehehts of three criteria (interoperability,
scalability, and transition mechanisms) have been denaved with a high confidence factor.
All reports used for this analysis can be found on tbB Dest and Evaluation Working Group
(TEWG) portal:_https://gesportal.dod.mil/sites/JITCIPVOWE.

2.2 Cumulative Analysis Methodology

The cumulative status of each Joint Staff IPv6 opamaticriterion is based on analysis of all
applicable tests conducted by DoD Components and is repeddmna pie chart with slices
colored red, yellow, or green. Each slice of a ddtés pie represents one Level 2
decomposition element for that criterion. The statler for each Level 2 element is based on
analysis and evaluation of three factors as descnibseédtion 2.3 of this document. Underlying
decomposition elements needing additional T&E are\emahtified.

The color-coded rating scale for the Level 2 decommosélements is as follows:

® Red - Limited progress has been made. A red slice tediealevel 2 decomposition
element that has had little or no T&E, or for which ergfT &E results are inconclusive or
unsatisfactory. Significant T&E and/or developmentdsded.

Yellow - Significant progress has been made. A yeBtiee indicates a Level 2
decomposition element that has had considerable T&Ecandhich multiple, independent
T&E have provided substantially similar, positive resulBut some combination of
additional analysis, testing, or development is needed.

® Green - Successfully demonstrated. A green sliceates a Level 2 decomposition
element that has been successfully demonstrated. Tha&wa type, relevance, and scope
(considered with the number of tests) provide enough datialtba high confidence factor.

The Cumulative Test and Evaluation Matrix (Table 2-Bspnts the total number of T&E
reports applicable to each criterion, categorized by ettratuenethod for the entire transition
effort (counts for this reporting period are in parentiesAscumulative pie chart through 2006
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and 2007 is presented for each criterion representing gralbeffort. An anticipated
completion date to fully demonstrate the criterislso provided. The cumulative pie charts
provide the proportion of each criterion at each stieteed. A cumulative pie chart that is
mostly red should be viewed as an alert that the denaoiost of the underlying functional or
technical elements is incomplete. A cumulative percthat is mostly yellow means that most
underlying elements have had considerable progress. A divayée chart that is all green
indicates that all underlying elements for that critemeere fully tested and the criterion has
been satisfactorily demonstrated.
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Table 2-1 Cumulative Test and Evaluation Matrix

: [
Test Methods gti%ﬂ?m i -%
) o
. o S
Joint Staff IPv6 ° |g.| 2| % " 3
Operational Criteria s2|l2s| 8| B g% o
£5 25| o g % o = © ~ D o
2EISE| 2|5 | 2| 22| 8 | 8| 28
w< |=wn| W &) o w o I « w o
Demonstrate security of
unclassified network
operations, classified
network operations, black
backbone operations,

1 integration of High 20 1 15 8 2 11 e @ 1QFY
Assurance IP Encryptors | (11) @ @ | @@ 2009
(HAIPE), integration of IP
security (IPSec), and
integration with firewalls
and intrusion detection
systems
Demonstrate end-to-end

2 | interoperability in a mixed (161) 2 (113; (;) (1) (147) 1 % @ 32(85;(
IPv4 and IPv6 environment
Demonstrate equivalent tq,

3 | or better performance than, 2 2 (‘11) (2) ({;) @ @ 12(85;(
IPv4 based networks
Demonstrate voice, data, 6 2 4 1 4QFY

4 and video integration (2) (2) @ @ 2008
Demonstrate effective 5 5 1 5 20FY

5 | operation in low- ) ) . . 2009
bandwidth environment

6 Demonstrate scalability of| 1 1 1 1 ‘ ‘ 1QFY
IPv6 networks Q) ) ) 2008
Demonstrate support for

7 | mobile terminals (voice, (g) 1 1 (1) ! 1 @ ’ 22(852;
data and video)

8 Demonstrate transition 16 4 20 8 2 20 @ E. 4QFY
techniques (8) @ [@o)| G| @ | 3 2010
Demonstrate ability to

9 | provide network (i) 6 (‘11) . . 32(85;(
management of networks
Demonstrate tactical

10 | deployability and ad hoc (Z) 1 (i) &) 1 . . 22((2)55
networking

Key:

# Criterion has been successfully demonstrated.

Significant progress has been made on this criterion

# Limited progress has been made on this criterion.

The pie charts for criteria 1, 7, 8, and 10 differ fr2@®6 due to the change of Level 2 decomposition itemger R¢

to each criterion in Section 2.3 for more detail.

QFY Quarter Fiscal Year Total Events (Curféatal Year Events)
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2.3 Impact of FY 2007 Test and Evaluation Reports on Demonstratioof
Joint Staff IPv6 Operational Criteria

This section provides the evaluation of each Joint $®&B operational criterion at the lowest
level of the decomposed functional or technical elemenisee qualitative factors were used to
determine the extent to which an individual report cbaotad to the satisfaction of an element:
applicability to the Joint Staff IPv6 operational criée qualitative merit based on evaluation
type, and scope of each T&E event.

First, each T&E event was evaluated for applicabilityetevance to each Joint Staff IPv6
operational criterion and for the degree of relevahaedach event contributed to determining
the Level 2 status. Next, the type of evaluation eaassidered and the event results were
weighted accordingly. Evaluation types listed in desitgndualitative order are: field test,
exercise, pilot, demonstration, experiment, modelingsamdlation, and engineering analysis.
Finally, the scope of each T&E event was consideradietermining status, T&E events that
only confirm previous results were allocated less wdigdnt those that cover previously
untested areas.

The color-coded rating scale used in the individual roités decomposition table is as follows:

] Red - Limited progress has been made. More T&E andi@i@®ment is needed to allow
the decomposition item to be certified as having been dstnaded or T&E to date has not
demonstrated satisfactory results.

Yellow - Significant progress has been made. Somépsrof the decomposition item
have not been successfully demonstrated or confidermewous T&E results was low.
Additional T&E and/or development are needed to allowdg®omposition item to be
certified as having been demonstrated.

@ Green - The decomposition item has been successiiipnstrated. T&E has provided
enough data to assure the decomposition item was demedstrn#h a high confidence
factor.

Subsections follow for each criterion. Each subsaqgti@vides the Level 1 and Level 2

decomposition status of each criterion through 2006 and 2Q8acifis T&E observations
related to that criterion for 2007 follow each table.

UNCLASSIFIED 8



2.3.1 Criterion 1: Demonstrate security of unclassified networkoperations, classified

network operations, black backbone operations, integration of HAPE, integration
of IPSec, and integration with firewalls and intrusion deéection systems

Table 2-2 Joint Staff IPv6 Operational Criterion 1 Status

Level 1
Decomposition

Cumulative
Status Thru

(Capabilities to be

Level 2
Decomposition

Cumulative
Status Thru

(Specific technology/infrastructure/

demonstrated) 2006 200 functionality to be demonstrated) 2006 2007
1.1 Ensure that
information is not 1.1.1 Verify the implementation of IPSec with
disclosed to Encapsulating Security Protocol (ESP) in IPv6 hosts
unauthorized [:l and routers. Verify integration with Public Key [:l 1
persons, processes Infrastructure (PKI).
or devices.
1.2 Ensure
information
received is the
same as that which 1.2.1 Verify implementation of Authentication Headér
was sent (protect (AH) in IPv6 hosts and routers. Verify integration 1

against
unauthorized
modification or
destruction of
information).

with PKI.

1.3 Ensure
Authentication,
Authorization, and
Accounting (AAA)
of persons and
processes.

1.3.1 Verify the implementation of a AAA server is
able to ensure the Authentication, Authorization, an
Accounting of persons, machines, and processes 0
an IPv6 network.

er

1.4 Ensure
availability and
mitigate denial of
services (timely,
reliable access to
data, and
information
services for
authorized users).

1.4.1 Verify protection of the IPv6 stack of Hosts an
Network Devices from intruders. (Note: Included in
this are vulnerabilities that arise from errors intpcol
specification or implementation or the associated
device firmware).

1.4.2 Demonstrate IPv6 traffic filtering capabilities @
routers and firewalls according to security policies.

=

1.5 Ensure IPv6
traffic is
interoperable with
firewalls and
Intrusion Detection
Systems (IDS).

1.5.1 Evaluate Firewalls and IDS functions that can
applied to IPv6 traffic. Evaluate Firewalls and IDS

functions that can be applied to tunneled IPv6 traffig.

be

1.6 Ensure IPv6
traffic is
interoperable with
HAIPE devices.

L d

1.6.1 Evaluate HAIPE v3's ability to encrypt/decrypt
IPv6 packets.

L]

L]

! Level 2 Decomposition 1.1.1 and 1.2.1 were modified in 268ahging the number of Level 2 elements.
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2007 T&E Observations

» Few products fully support IPv6 IPSec; however, vendors maplemented IPSec on
intermediate systems (i.e., routers and L3 switches).
(Test Report D.4; Decomposition 1.1.1)

» All products tested during this reporting period for the Do ABpport AH which is
the part of IPSec that is defined in Request For ComniF€) 4302.
(Test Reports D.17, 23, 24; Decomposition 1.2.1)

* Implementing ESP within hosts and routers was sucdgsdemonstrated; however,
there was insufficient T&E of Internet Key Exchang€H).
(Test Reports D.17, 23; Decomposition 1.1.1)

* InFY 2006, vulnerability testing against IPv6 yielded 84 vidbédities among five
operating systems [OS(s)]. During mitigation testing, 8%ne vulnerabilities passed
testing after installation of vendor patches, impletagon of Secure Technical
Implementation Guides (STIGs) and custom configurati@sly 13 vulnerabilities
remained.

(Test Reports D.40-44; Decomposition 1.4.1)

» Tested vendor OSs showed varying behavior in responsatir axvertisement attacks,
which could lead to denial of services.
(Test Report D.8; Decomposition 1.4.1, 1.4.2)

* Firewall T&E produced mixed results. One product was foarslipport IPv6 and was
able to simultaneously provide stateful inspection of bBth land IPv6 data streams
with little or no negative performance impact. Howevesting by NSA revealed
another firewall did not provide adequate IPv6 functionality
(Test Report D.18, Unpublished NSA Report; Decomposition 1.5.1)

» Although the HAIPE v3 specifications include IPv6 requiretaenone were tested
because IPv6-capable HAIPE devices are still under develnt.
(Test Report D.5; Decomposition 1.6.1)
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2.3.2 Criterion 2: Demonstrate end-to-end interoperability in amixed IPv4 and IPv6
environment

Table 2-3 Joint Staff IPv6 Operational Criterion 2 Status

Level 1
Decomposition

Cumulative
Status Thru

(Capabilities to be
demonstrated)

2006

2007

Level 2
Decomposition
(Specific technology/infrastructure/
functionality to be demonstrated)

Cumulative
Status Thru

2006 2007

2.1 Demonstrate IPv4
application to 1Pv4
application over a
mixed IPv4 and IPv6
network.

2.1.1 Demonstrate core service interoperability:
Domain Name System (DNS), directory services,
File Transfer Protocol (FTP), email, web services,
Network Time Protocol (NTP), and PKI.

©

2.1.2 Demonstrate network core application
interoperability: Voice over IP (VolP) and video
over IP.

2.1.3 Demonstrate Commercial Off The Shelf
(COTS) application interoperability (transaction,
database access, and web services).

2.1.4 Demonstrate Government Off The Shelf
(GOTS) applications/systems interoperability.

O 0 O

2.2 Demonstrate IPv4
application to IPv4
application over a
mixed IPv4 and IPv6
network.

2.2.1 Demonstrate core service interoperability:
DNS, Directory, FTP, email, web services, NTP, 3
PKI.

ind

2.2.2 Demonstrate network core application
interoperability: VolP and video over IP.

2.2.3 Demonstrate COTS application
interoperability (transaction, database access, an
web services).

2.2.4 Demonstrate GOTS application/system
interoperability.

2.3 Demonstrate IPv4
application to IPv6
application over a
mixed IPv4 and IPv6
network.

2.3.1 Demonstrate core service interoperability:
DNS, Directory, FTP, email, web services, NTP, g
PKI.

ind

2.3.2 Demonstrate network core application
interoperability: VolP and video over IP.

2.3.3 Demonstrate COTS application
interoperability (transaction, database access, an
web services).

2.3.4 Demonstrate GOTS application/system
interoperability.

O 00
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2007 T&E Observations

» Core services DNS, FTP, email, VolP, and video oveuiétessfully interoperated in
many mixed IPv4 and IPv6 environments.
(Test Reports D.1, 2, 4, 16, 19, 23; Decomposition 2.2.2,223.1, 2.3.2)

* The Warfighter Information Network-Tactical (WIN-$ystem test demonstrated VolP,
email exchange, and FTP sessions with over 99% of waiteand 100% of data
exchanges completing successfully in a mixed IPv4 and IPv6oamvent.

(Test Report D.2; Decomposition 2.2.1, 2.2.2, 2.3.1, 2.3.2)

* Inone test event, all connection-oriented Transmis€iontrol Protocol (TCP) scripts
successfully demonstrated the transport and deliveryllfpragocols and traffic types
tested. Connectionless User Datagram Protocol (UDRtsexhibited a 99%+ success
rate while running concurrently with connection-orientesdpss.

(Test Report D.16; Decomposition 2.2.1, 2.2.2, 2.3.1, 2.3.2)

» Testing indicated the following protocols and applicati@nise interoperable:
(Test Report D.19; Decomposition 2.2.1, 2.2.2, 2.3.1, 2.3.2)

FTP (Get/Put)

Hypertext Transfer Protocol (HTTP)

HTTP Secure (HTTPS)

Post Office Protocol version 3 (POP3)

Simple Mail Transfer Protocol (SMTP)

Simple Network Management Protocol (SNMP)
Lightweight Directory Access Protocol (LDAP)
Session Initiation Protocol (SIP)

DNS

G.711u (VoIP)

IP Television (IPTV) — Video

IPTV — Audio

O 00000000 O0OO0OOo

* There has been no T&E of IPv6 GOTS user-level apjicat there is little demand for
these applications at this time.
(General Observation; Decomposition 2.1.3, 2.2.3, 2.3.3)

* Interoperability could not be demonstrated for NTP, Dyieatost Configuration
Protocol (DHCP), Resource Reservation Protocol (RS®R) PKI due to lack of
implementation or maturity in IPv6.

(Test Reports D.16, 19; Decomposition 2.2.1, 2.2.2, 2.3.1,)2.3.2

* The implementation of DHCP version 6 (DHCPv6) remaii&E issue from last year
due to the need for continuing development of protocolsrandor products.
(Test Reports D.16, 19; Decomposition 2.1.1, 2.2.1, 2.3.1)
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2.3.3 Criterion 3: Demonstrate equivalent to, or better performarce than, IPv4 based

networks

Table 2-4 Joint Staff IPv6 Operational Criterion 3 Status

Level 1
Decomposition
(Capabilities to be
demonstrated)

Cumulative
Status Thru

2006

2007

Level 2
Decomposition
(Specific technology/infrastructure/
functionality to be demonstrated)

Cumulative
Status Thru

2006

2007

3.1 Demonstrate IPv6
throughput equivalent
to or better than IPv4.

3.1.1 Same as Level 1.

3.2 Demonstrate IPv6
latency equivalent to
or better than IPvA4.

3.2.1 Same as Level 1.

3.3 Demonstrate IPv6
packet loss equivalent|
to or better than IPv4.

3.3.1 Same as Level 1.

3.4 Demonstrate IPv6
service availability
equivalent to or better
than IPv4.

3.4.1 Same as Level 1.

2007 T&E Observations

The performance of native IPv6 traffic and dual-stackitraffer the Global
Broadcasting System (GBS) IPv6 pilot architecture haggoréo be more efficient than
the current IPv4 architecture.

(Test Report D.11; Decomposition 3.1.1, 3.2.1, 3.3.1)

Performance testing during the IPv6 Low-Bandwidth TestvelolPv6 performance
equivalent to IPv4 on the specified routers and multgriex
(Test Report D.19; Decomposition 3.1.1, 3.2.1, 3.3.1)

T&E demonstrated equivalent performance exists betweefaime size, throughput,
and latency values for IPv4 and IPVv6.
(Test Report D.38; Decomposition 3.1.1, 3.2.1)

In the “2006 Ethernet Switch Comparison Report,” equiprfrem all six vendors
demonstrated performance at or near line rate when gingd®v6 traffic, which is
similar to IPv4 test results.

(Test Report D.34; Decomposition 3.1.1)

The IPv6 and IPv4 network performance characteristitBrotighput and latency were
virtually identical in low-bandwidth environments of 8 to 51ibKits per second
(Kbps). Differences were generally less than 1%.

(Test Report D.19; Decomposition 3.1.1, 3.2.1)
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All planned T&E to demonstrate this criterion will bengqoleted by the end of FY 2007.
(General Observation; Decomposition 3.1.1, 3.2.1, 3.3.1)

2.3.4 Criterion 4: Demonstrate voice, data, and video integration

Table 2-5 Joint Staff IPv6 Operational Criterion 4 Status

Level 1 Cumulative
Decomposition Status Thru

(Capabilities to be

demonstrated) 2006 | 2007

Level 2
Decomposition

Cumulative
Status Thru

(Specific technology/infrastructure/
functionality to be demonstrated)

2006 2007

4.1 Demonstrate
simultaneous voice,
data, and video (or an
combination thereof)
over shared IPv6

networks.

<

4.1.1 Demonstrate Quality of Service (QoS)
capabilities of IPv6 networks using Differentiated
Services (DiffServ) and Resource Reservation
Protocol (RSVP).

4.1.2 Demonstrate transport control capabilities of
IPv6 networks using Real Time Protocol (RTP).

4.1.3 Demonstrate session signaling capabilities of
IPv6 networks using the Session Initiation Protocol
(SIP).

2007 T&E Observations

DiffServ was successfully demonstrated using multipta daeams with various
designated levels of service.
(Test Report D.26; Decomposition 4.1.1)

T&E of several layer 3 switches demonstrated QoS pwgatitin capabilities of IPv6

equivalent to IPv4.

(Test Report D.34; Decomposition 4.1.1)

Applications for RTP and SIP, including the closely agdged Assured Services-SIP
(AS-SIP), are in development, resulting in limited deni@t®n of this criterion.
(General Observation; Decomposition 4.1.2, 4.1.3)
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2.3.5 Criterion 5: Demonstrate effective operation in low-bandwidh environment

Table 2-6 Joint Staff IPv6 Operational Criterion 5 Status

Level 1
Decomposition
(Capabilities to be
demonstrated)

Cumulative
Status Thru

2006 2007

Level 2
Decomposition
(Specific technology/infrastructure/
functionality to be demonstrated)

Cumulative
Status Thru

2006 2007

5.1 Demonstrate
ability to establish and
maintain applications
in low-bandwidth IPv6
environments.

L u

5.1.1 Demonstrate ability to establish and maintai
applications (voice, data, video) in low-bandwidth
IPv6 environments.

>

L U

5.1.2 Demonstrate ability to maintain network
operations (i.e., Network Management, DNS,
Dynamic DNS, and Security) in low-bandwidth IP
environments.

o LI | LI

2007 T&E Observations

» Testing in specific low-bandwidth windows (8, 16, 32, 64, 128, 286542 Kbps)
revealed an average variance of 0.7% packet latency beti?eé and IPv6 packet
transmission rates.
(Test Report D.19; Decomposition 5.1.1)

* During QoS testing in a limited-bandwidth environment (256 Kbgsice, data, and
video streams demonstrated the expected level of service.
(Test Report D.26; Decomposition 5.1.2)

e Multiple simulated VolP calls were made across a 512 Kibkgcarrying other data and
video traffic) with a 99.93% success rate.
(Test Report D.2; Decomposition 5.1.1)
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2.3.6 Criterion 6: Demonstrate scalability of IPv6 networks

Table 2-7 Joint Staff IPv6 Operational Criterion 6 Status

Level 1 Cumulative Level 2 Cumulative
Decomposition Status Thru Decomposition Status Thru
(Capabilities to be (Specific technology/infrastructure/
demonstrated) 2006 2007 functionality to be demonstrated) 2006 2007
6.1 Demonstrate 6.1.1 Demonstrate the ability to build IPv6 networks
ability to add more comparable in size to existing IPv4 networks, with I:l @
network resources, equal or better performance.
services and users -
without negatively 6.1.2 Dem_onstrate the ability to_populate IPv6
impacting existing subnets with network elements in comparable
USers. numbers to existing IPv4 subnets, with equal or I:l

better performance.

[:l @ 6.1.3 Demonstrate the ability to create IPv6

existing IPv4 multicast sessions, with equal or better
performance.

6.1.4 Demonstrate the ability to create IPv6 core
services (DNS, Directory, FTP, email, Web, NTP
PKI) where the number of users are comparable to I:l
existing IPv4 core services, with equal or better
performance.

multicast sessions whose sizes are comparable to I:l @

2007 T&E Observations

» An IPv6 network demonstrated the capability of being scaled) tise production
Research, Development, Test, and Evaluation (RDT&E@ ¥ Research and
Engineering Network (DREN) IPv6 pilot network.

(Test Reports D.3, 4; Decomposition 6.1.1)

» T&E specifically designed to address this criterion shibttat scaling networks,
subnets, and multicast sessions did not degrade resooird¢Esé relative to IPv4; dual
stacking, however, does put additional stress on memespurces but this is to be
expected.

(Test Report D.30; Decomposition 6.1.1, 6.1.2, 6.1.3)

* T&E showed that in a mixed IPv4/IPv6 environment with vagyirame sizes, Computer
Processor Unit (CPU) performance was not degraded by iecreaswork traffic.
(Test Report D.30; Decomposition 6.1.1)

» T&E indicates that enabling basic IP services (HTTPFRFE) for IPv4 and IPv6 scales

equally well for both protocols.
(Test Report D.30; Decomposition 6.1.4)
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* All planned IPv6 scalability T&E has been completed.
(Test Report D.30; Decomposition 6.1.1, 6.1.2, 6.1.3, 6.1.4)

2.3.7 Criterion 7: Demonstrate support for mobile terminals (voie, data, and video)

Table 2-8 Joint Staff IPv6 Operational Criterion 7 Status

Level 1
Decomposition
(Capabilities to be

Cumulative
Status Thru

Level 2
Decomposition
(Specific technology/infrastructure/

Cumulative
Status Thru

demonstrated) 2006 | 2007 functionality to be demonstrated) 2006 2007
7.1 Demonstrate 7.1.1 Demonstrate ability to initiate and maintain .
ability to establish and voice, data, or video applications using mobile
maintain IPv6 terminals. —
applications (voice, 7.1.2 Demonstrate ability to maintain network —
data, video) on the operations of mobile terminals (i.e., Network
move. D Management, DNS, Dynamic DNS, and Security). —

7.1.3 Demonstrate the ability to maintain
connectivity of Mobile Nodes (MN) while On-The- N/A2 -
Move (OTM) and network management of MN while

OTM.

2007 T&E Observations

* The Interoperable Networks for Secure CommunicationSQ@Nproject demonstrated
the ability to maintain existing voice communications gsvobile IPv6 (MIPv6) in a
coalition environment.
(Test Report D.13; Decomposition 7.1.1)

 The INSC project also demonstrated Home Agent (HA) autiguration for MIPv6

using a unique solution developed by the project that mayjberior to existing Internet
Engineering Task Force solutions.
(Test Report D.13; Decomposition 7.1.1)

* INSC test data indicated 3 to 4.16 seconds of overall Hidlatlency with and without

Route Optimization (RO). This is due to additional pesagg required by MIPV6.

Additional test data indicated that, even with two hdfsdoer minute, the TCP
throughput between the corresponding node and MN provided byawvRh RO was

approximately 5.5 Mbps (Megabits per second) compared to 6 Mipsfact that

connectivity was maintained without user interventioa reajor improvement in MIPV6.
(Test Report D.13; Decomposition 7.1.3)

Z Level 2 Decomposition 7.1.3 was added in 2007; thereforeyletive status for 2006 is Not/Applicable (N/A).
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* As a result of modifying the decomposition from 2006, thewdative status and the
status of the individual decomposition elements changed yedlow to red for this
reporting period. The decomposition modifications weredas additional analysis by
the Army and the logical association of an additidiealel 2 decomposition element
from Criterion 10. A comprehensive test plan for mopibt being developed to address
any setbacks of this criterion.
(General Observation)

2.3.8 Criterion 8: Demonstrate transition techniques

Table 2-9 Joint Staff IPv6 Operational Criterion 8 Status

Level 1
Decomposition

Cumulative
Status Thru

Level 2
Decomposition

Cumulative
Status Thru

(Capabilities to be (Specific technology/infrastructure/
demonstrated) 2006 | 2007 functionality to be demonstrated) 2006 2007
8.1 Demonstrate DoD . .
o e T operaplty of 1P and
transition techniques. T
» Dual stack everywhere in an autonomous
system @
e Configured tunnels
e Tunnel Broker.
8.1.2 Demonstrate the performance of IPv4 and IRv6
network transition techniques:
e Dual stack everywhere in an autonomous 3
system N/A
e Configured tunnels
e Tunnel Broker.
8.1.3 Demonstrate the security of IPv4 and IPv6
network transition techniques:
e Dual stack everywhere in an autonomous 3
system N/A
»  Configured tunnels
e Tunnel Broker.
8.2 Demonstrate DoD 8.2.1 Demonstrate the interoperability of the IPv4
recommended and IPv6 application transition techniques:
application transition o Stateless IP/Internet Control Message
techniques. I:l I:l Protocol Translation (SIIT) l:l l:l
e Bump in the Application Program Interface
(BIA)
e Bump in the Stack (BIS).

% Level 2 Decomposition 8.1.2 and 8.1.3 were added in 200&ftne, cumulative status for 2006 is N/A.
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2007 T&E Observations

e Limited T&E of translators, transformers, and tunnel brakansition mechanisms was
conducted. These mechanisms performed well in bothdédry and tactical satellite
environments.

(Test Report D.6; Decomposition 8.1.1, 8.1.2)

* In this reporting period, dual IP stacks exhibited stable cta#de and provided
exceptional flexibility with acceptable impacts.
(General Observation; Decomposition 8.1.1, 8.1.2)

» T&E results indicate that to conduct a successful IR, gvery affected device in the
system should be dual stack.
(Test Report D.37; Decomposition 8.1.1, 8.1.2)

* For dual-stack traffic, IPv6 packets arrived before IPvkesc This illustrated the
efficiency of routers and network devices within the piletwork to process and forward
IPv6 traffic. This was attributed to the streamlinedgtesf the IPv6 header.

(Test Report D.11; Decomposition 8.1.2)

» Areport revealed that tunnels could degrade performaspexally when processing is
done in software, so processing in Application Speaifiedrated Circuits (ASICs) is
preferred. Results from this report also showed IPSecl®v6 tunnels had little impact
on performance.

(Test Report D.27; Decomposition 8.1.2, 8.1.3)

* Ofthe five recommended transition mechanisms definegdas, dual stack, manual
configured tunnel, and automatic tunneling were the most coryrtested.
(General Observation; Decomposition 8.1.1)
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2.3.9 Criterion 9: Demonstrate ability to provide network managementof networks

Table 2-10 Joint Staff IPv6 Operational Criterion 9 Status

Level 1
Decomposition

Cumulative
Status Thru

(Capabilities to be

Level 2
Decomposition

Cumulative
Status Thru

(Specific technology/infrastructure/

demonstrated) 2006 | 2007 functionality to be demonstrated) 2006 | 2007
9.1 Demonstrate 9.1.1 Demonstrate that IPv6 devices can be . .
ability to monitor, monitored by Network Management Systems (NMS)

configure, and accoun
for IPv6 network
resources.

L]

L]

commonly used by the DoD.

9.1.2 Demonstrate that NMS commonly used by tf
DoD can configure IPv6 devices.

ne

9.1.3 Demonstrate that IPv6 devices can be
accounted by NMS commonly used by the DoD.

2007 T&E Observations

* Few software tools currently support an IPv6-only modeetivork management. Most
tools currently require an IPv4 interface. HoweverrenirlPv4 tools can be used for
management of IPv6 resources in mixed IPv4/IPv6 environments
(General Observation; Decomposition 9.1.1)

» Ethernet switches tested during this reporting period dlrdedicient in IPv6
management capability.
(Test Report D.34; Decomposition 9.1.1)

» Given the status of IPv6 network management tools,fgignt T&E could not be
conducted during this reporting period.
(General Observation)
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2.3.10 Criterion 10: Demonstrate tactical deployability and ad hoc neworking

Table 2-11 Joint Staff IPv6 Operational Criterion 10 Status

Level 1 Cumulative Level 2 Cumulative
Decomposition Status Thru Decomposition Status Thru
(Capabilities to be (Specific technology/infrastructure/
demonstrated) 2006 2007 functionality to be demonstrated) 2006 | 2007

10.1 Demonstrate

ability to move IPV6 10.1.1 Demonstrate the ability to move networks to

networks as a whole other locations while maintaining connectivity via 4
) I:l [:l the original IPv6 addresses, using Network Mobility I:l I:l
without
) . (NEMO).
reconfiguration.
10.2 Demonstrate
ability to support 10.2.1 Demonstrate ability of IPv6 hosts to forward
IPv6 networking I:l [:l packets from peers, while on the move, using Mo JiIeD [:l

without fixed router
infrastructure.

Ad hoc Networks (MANET) routing protocols.

2007 T&E Observations

* During the Joint User Interoperability Communicationgf€ise (JUICE), using NEMO,
networks operated in an On-The-Move (OTM) capacitywiinimal user intervention.
(Test Report D.36; Decomposition 10.1.1)

* Research continues into MANET solutions for highly mobgers at the tactical edge
network where fixed infrastructure is not available. d®ainfiguration technologies were
investigated for utilization with mobile networking wihateless autoconfiguration
showing potential to simplify mobile scenarios.

(Test Report D.20; Decomposition 10.2.1)

* One report noted the clear usefulness of mobility teciyes$ in military applications
adding that some show relative maturity such as MANpTifdzed Link State Routing.
Others are still experimental such as MANET-Open &sviRath First (OSPF).
MANET multicasting showed improved results with Simplelticast Forwarding
supporting the demonstration of streaming video, VolP, aatd ddEMO remains
mostly experimental.

(Test Report D.13; Decomposition 10.2.1)

* Level 2 Decomposition for Criterion 10 was modified if©20changing the number of Level 2 elements.
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3 Conclusions

The following conclusions are based upon reviewing andriateg the results of the 44

FY 2007 T&E reports. The DoD made significant prograd®v6 T&E during this reporting
period. However, further development of IPv6 protocot¥@nT&E are required on most of the
Joint Staff IPv6 operational criteria. The conclusi@are summarized according to the Joint
Staff IPv6 operational criteria.

Criterion 1: Demonstrate security of unclassified networkoperations, classified network
operations, black backbone operations, integration of HAIPE, irggration of IPSec, and
integration with firewalls and intrusion detection systems

* HAIPE integration with IPv6 continues to be a majonazn. Although the technical
specifications for HAIPE v3 were released on August of 288&f June 2007 there were
still no commercially available implementations ¢stt

* For the portion of IPv6 IPSec (AH) that has been imgleted by vendors, T&E results
indicate favorable compliance. However, for the offetions of IPSec (i.e. ESP and
IKE) T&E was limited and remains a primary concern fansition. Complete
implementation of IPSec is not expected for some.tim

» Serious deficiencies exist in IPv6 functionality needesujaport PKI (directory services,
DNS, key management, administrative support, and vendortse)e

* NSA initiated OS vulnerability assessment and mitigatésting. The latter
demonstrated the ability to protect host workstationdP»6 hetworks. Additional
vulnerability assessments are required in this areailabiefforts are necessary for
routers, switches, and network security devices (firepiS, etc.).

* Some vulnerability assessment and mitigation tools baea evaluated for IPv6.
Commercial development and T&E for security products,(eeagtification tools,
firewalls, IDS, and IPS) is essential.

Criterion 2: Demonstrate end-to-end interoperability ina mixed IPv4 and IPv6
environment.

* IPv4 and IPv6 can coexist without adverse impact onortaperations.
» T&E this reporting period demonstrated sufficient interopdtglaif network devices,
services, and applications; however, some featuresassubiHCP lack maturity and

vendor offerings.

* There has been no T&E of IPv6 GOTS user-level apjicat it appears there is little
demand for these applications at this time.
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Criterion 3: Demonstrate equivalent to, or better performarce than, IPv4 based networks.
* Performance T&E produced results that support IPv6 parity W4 based networks.

* The lack of IPv6-capable satellite IP modems and a@telsr prevents assessment of
satellite links for this criterion.

* The current state of IPv6 used in tactical networks reqUi&E before accurate
performance comparisons with IPv4 can be made.

» Completion of service availability testing and end-tal@etwork performance testing
using “end-user experience” metrics is required and isdadld to be completed by the
end of FY 2007.

Criterion 4: Demonstrate voice, data, and video integration.

» DiffServ for IPv6 provided QoS capability (prioritizing pat&efor different classes of
voice, video, and data traffic.

» Further development, T&E, and technical guidelines fagrdating QoS methodologies
are required to adequately demonstrate this criterion.

 DoD QoS requirements and policies are needed to guide IPEoeTi@rts.

» T&E is required of IPv6 applications and products using RSP, and specifically AS-
SIP with the execution of RSVP.

Criterion 5: Demonstrate effective operation in low-bandwidh environment.

* Limited T&E has shown applications (voice, data, andajd=n be established and
maintained in low-bandwidth environments of 8 to 512 Kbps.

* Further IPv6 T&E in bandwidth-constrained, operationadigtistic tactical environments
is required to fully demonstrate this criterion.

Criterion 6: Demonstrate scalability of IPv6 networks.

* T&E has shown that IPv6 scales equivalently to IPMétworks, subnets, multicast
sessions, and network services on a commercial platfatmvarious packet sizes and
mixed ratios of IPv4 to IPv6 traffic were evaluated.

* Routers, L3 switches, security appliances and servergegaye an upgrade (e.g.,
memory resources and CPU) to provide for dual-stack dapebi

* All planned T&E to support demonstration of this criteriscomplete.
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Criterion 7: Demonstrate support for mobile terminals (voie, data, and video).

Increased capability in mobile node technology has deemnstrated. Routers were
able to incorporate Home Agent (HA) functionality andntan connectivity at the halt.

Lack of development and implementation of mobile appbos by industry limited
T&E for this criterion.

Criterion 8: Demonstrate transition techniques.

The interoperability and functionality of the followihigv6 network transition
mechanisms have been successfully demonstrated: dualgiafigured tunnels, and
tunnel broker.

Dual stacking appears to create the most flexible strdtediie coexistence of IPv6 with
IPv4 and is sufficiently stable to allow deployment ok@d networks.

The overall approach for transitioning GOTS applicatiorssritd been determined. The
strategy is to transition applications following the radpa of DoD core networks.
However, the use of dual stack may obviate the needaositioning legacy
applications.

The network environment and mission requirements musbigdered in selecting a
transition mechanism. Not all mechanisms are expéctpdrform equally in all
circumstances, and regardless of performance, may heee@dvantages depending on
the mission objectives.

Criterion 9: Demonstrate ability to provide network managementof networks.

IPv6 network management (using IPv4 management tools)eeasiimplemented to a
limited extent. Further commercial development ofvaatPv6 network management
tools and T&E is required to demonstrate this criterion.

Network management requirements are needed to facdtiaional IPv6 T&E.

Criterion 10: Demonstrate tactical deployability and ad hoc neworking.

Improvements in mobile applications have been demoastfatitoconfiguration,
multicasting, MANET protocols), but much work remains development and T&E of
the tactical deployability and ad hoc networking capidsliof IPv6.

Mobility applications (NEMO and MANET) are in general@merging technology.

IPv6 T&E for this criterion are dependent on standardsnmaobile applications
development.
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4 Recommendations

Based on T&E results, analyses, and DoD Component’s,itiufollowing recommendations
are made for full demonstration of the Joint Staffd@perational criteria and to ensure a
smooth transition to IPv6 for the DoD.

Although considerable T&E was accomplished for IPv6 sec(@titerion 1) this reporting
period, commercial development and implementation afrggalevices/applications is still
needed to demonstrate this criterion. Recommendatiohsle:

* Acquire pre-production HAIPE v3 devices, conduct beta T&Boitth mixed IPv4/IPv6
and native IPv6 environments, and provide performance felkedbaendors.

» Perform vulnerability analysis, and formulate mitigataond configuration guidance for
IPv6 implementations. Continue IPv6 T&E efforts fouters, switches, and security
products.

* Emphasize the requirement for full IPv6 IPSec impletagons, specifically in host OSs.

» Develop and conduct T&E of IPv6-capable AuthenticationhAtization, and
Accounting (AAA) and the PKI infrastructure.

* Collaborate with the National Information Assuranegtiership to develop protection
profiles for the certification of IPv6 security products.

IPv6 interoperability (Criterion 2) and performance (€hign 3) are expected to be fully
demonstrated within the next Fiscal Year. Elementsaofition mechanisms (Criterion 8)
related to network transition (versus applicationgiigon) have already been successfully
demonstrated. However, more experience using mixed IPv4/Ewrks in an operationally-
realistic environment is needed. IPv6 should be deploysdlatted Milestone Objective 2
(MO2) environments (as described in the MTP v2.0).

Voice, data, and video integration (Criterion 4) and opanati low-bandwidth environment
(Criterion 5) both require policies, requirements, techigoalelines, and defined standards to
demonstrate these criteria. Additional recommendstiiociude:

* Encourage vendors to develop RTP and SIP (i.e., AS-SIEugi®

» Conduct T&E in operationally-realistic environments to destate operations in low-
bandwidth environments.

Mobility (Criterion 7), network management (Criteriejy and ad hoc networking (Criterion 10)
lacked development and implementation. Recommendatiohsle:
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Develop a comprehensive T&E plan addressing elementsderbenstrated; this would
serve as a guide to focus both DoD and vendor efforts.

Direct vendors to use the DISR IPv6 Standard Profiletfe6 Capable Products for
product development and implementations.
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5 Summary

Products, applications, and standards critical to the DY transition are still in
development. Commercial availability of IPv6-capalglewsity products (e.g., HAIPE v3
devices, firewall appliances, IDS, PKI functionaliéyd key distribution systems) that meet the
DoD’s IA requirements continues to be a major ttamsirisk factor. Finally, IPv6 T&E and
operational deployment of IPv6 capabilities may be delayeil the necessary standards,
applications, and devices are commercially available.

UNCLASSIFIED 27



UNCLASSIFIED



Appendix A. References

* Public Law 109-163 National Defense Authorization Act foc&lisrear 2006,
January 6, 2006.
http://www.defenselink.mil/dodgc/olc/docs/PL109-163.pdf

e Public Law 108-375 National Defense Authorization Act foc&lisrear 2005,
October 28, 2004.
http://www.defenselink.mil/dodgc/olc/docs/PL108-375.pdf

» Department of Defense Internet Protocol Version 6 Btabést Plan, Version 2.0,
September 2006.
https://gesportal.dod.mil/sites/DoD_I1Pv6/IPv6_Documents/Doi6 IFE_Report/2006.
09.29 DoD_IPv6_MTP_V2.pdf

» Department of Defense (DoD) Internet Protocol Ver&§idiPv6) Transition Plan Version
2.0, June 2006.
https://gesportal.dod.mil/sites/DoD_I1Pv6/IPv6_Documents/Dol6 IFransition_Plan/2
006.06.30_DoD_IPv6_Transition_Plan_V2.pdf

» DoD IPv6 Generic Test Plan, Version 2, September 2006.
https://gesportal.dod.mil/sites/JITCIPv6/tewg/Document%2@irigl/IPv6%20Generic
%20Test%20Plan/IPv6-GTPv2.pdf
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Appendix B. Terms and Definitions

Approved Products List (APL): A registry of information technology products which édav
been assessed by DoD entities and have passed DoD ingdribyeaind information
assurance (lA) requirements.

Demonstration: Testing that is limited to a combination of relatedhpps interdependent,
features or functions. It is usually an ordered sequen@skd tand is restricted from any
operational network traffic.

DoD Components: The Office of the Secretary of Defense, Milit&grvices, Chairman of
the Joint Chiefs of Staff, Combatant Commands, Officéne Inspector General of the
Department of Defense, Defense Agencies, DoD Field/iies, and all other organizational
entities in the Department of Defense.

Engineering Analysis: Category of testing based on engineers' previous iexgerwith the
technology, as well as use of equipment specificatioispeculate about the performance or
capability.

Exercise: Testing that uses an operationally-realistic netwotk wontrolled traffic and
realistic loading. Focus is on network and communicatiesting and includes automated
test generators to assess the devices or systems halicyiand performance. The DoD
APL testing is also included in this category.

Experiment: Testing that consists of a scope that is restrictedsingle question or theory
with a test network isolated from operational netwioakfic. Few repetitions of test cases
and a limited number of participants are involved.

Field Test: Testing that uses an operationally-realistic netwatk common protocol
traffic and assumed loading conditions. Focus is on¢hees or systems operating within
the environment in which it is deployed. A well-definkohited duration is set for testing.

IPv6 capable: An IPv6-capable system or product shall be capables(bh6 enabled) of
receiving, processing, and forwarding IPv6 packets and/afanteg with other systems and
protocols in a manner similar to that of IPv4.

IPv6 Generic Test Plan Version 2 (IPvé GTP):A plan developed to specify conformance,
interoperability, and performance procedures that IPv6 predmgst successfully complete
in order to be certified for interoperability by DISATC).
http://jitc.fhu.disa.mil/adv_ip/register/reqgister.html

Joint Staff IPv6 operational criteria: Criteria that must be successfully demonstrated to
support a decision to initiate DoD transition to IPv6 atehtify key operational and
technical capabilities at a high level.
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Milestone Objective 2 (MO2): DoD Components are authorized to implement and operate
IPv6 across cooperative domain boundaries. At MO2, theigm|procedures, and technical
guidance have been developed to expand the operationGatiPyss cooperative domain
boundaries, but limited to within DoD networks (no intermethange of IPv6 packets,
native or tunneled). MO2 will provide the ability to evatithe scalability and further
evaluate the IPv6 IA implications using tunneling and nd&®wé routing, as available. IPv6
traffic which crosses cooperative domain boundaries nauapproved in accordance with
the DISN connection-approval process to ensure congeliewith 1A policies. Multiple
certification and accreditation authorities may be iw@d in MO2. MO2 permits
applications to test IPv6-specific end-to-end capabildmes routing schema efficiencies.
Limiting operation to within DoD, and only at approved lomas, reduces risk to IA and
operational impacts on existing IPv4 networks. MO2 wasoaiztd as of October 1, 2006.

Mixed IPv4 and IPv6 environment: A mixed IPv4 and IPv6 environment includes the
situations of tunneling IPv4 over IPv6 native network, tlingdPv6 over an IPv4 native
network, providing protocol translation at various poiatg] dual-stack operation.

Modeling and Simulation (M&S): Testing that uses a completely virtual environment to
predict system or network performance. Software id tssimulate all involved devices
and protocols.

Pilot: Testing thauses a functional, operational network with a limited nunatbe

administrators and users, but is realistic for the eizhe network. There is no set time limit
in conducting pilots and all traffic is non-scripted (ina traffic).
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Appendix C.

A

AAA
AAAA
ACL
AFIOC
AFIWC
AFNAS
AFSN
AH
AIPTL
ALG
AODV
APL
ARP
AS-SIP
ASD
ATM

BGP
BIA
BIND
BIS
BSD

CA

CDS
CEF
CERDEC

CHS
CIO
CLAN
CN

COl
CONUS
COTS
CPU

CT

DAD
DHCP
DHCPv6
DiffServ

Acronym List

DNS A record for an IPv4 Address
Authorization, Authentication, and Accounting
DNS AAAA record for an IPv6 Address
Access Control List

Air Force Information Operations Center
Air Force Information Warfare Center

Air Force Network Architecture Solutions
Air Force System Networking
Authentication Header

Advanced IP Technology Laboratory
Application Layer Gateway

Ad Hoc On-Demand Distance Vector
Approved Products List

Address Resolution Protocol

Assured Services-SIP

Assistant Secretary of Defense
Asynchronous Transfer Mode

Border Gateway Protocol

Bump in the Application Programming Interface
Berkeley Internet Name Domain

Bump In the Stack

Berkeley Software Distribution

Certificate Authority

Cross Domain Solutions
Cisco Express Forwarding
Communications-Electronics Research, Developraed
Engineering Center
Common Hardware System
Chief Information Officer
Coalition LAN
Correspondent Node
Community of Interest
Continental United States
Commercial Off The Shelf
Computer Processor Unit
Cipher Text

Duplicate Address Detection

Dynamic Host Configuration Protocol

Dynamic Host Configuration Protocol version 6
Differentiated Services
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DISA
DISN
DISR
DITO
DNS
DoD
DoS
DREN
DS-3
DSCP
DUT
DVBS

EAP
ESP

FIPS
FTP
FY

GB
GBS
GES
GIG
GN
GOTS
GPS
GRE
GTP

HA
HAIPE
HF
HTTP
HPCMP

ISMP
1A

IATF
ICE
ICMP
ICMPV6
ID

IDS

IE

IETF

Defense Information Systems Agency
Defense Information Systems Network
DoD IT Standards Registry

DoD IPv6 Transition Office

Domain Name System

Department of Defense

Denial of Service

Defense Research and Engineering Network
Digital Signal Level 3

DiffServ Code Point

Device Under Test

Digital Video Broadcast-Satellite

Extensible Authentication Protocol
Encapsulating Security Payload

Federal Information Processing Standard
File Transfer Protocol
Fiscal Year

GigaByte

Global Broadcast Service
Ground Entry Sites

Global Information Grid
Ground Node

Government Off The Shelf
Global Positioning System
Generic Routing Encapsulation
Generic Test Plan

Home Agent

High Assurance Internet Protocol Encryptor

High Frequency

Hypertext Transfer Protocol

High Performance Computing Modernization Program

Installation Information Infrastructure Modernizatiérogram
Information Assurance

IA Technical Framework

IPv6 Capable Exercise

Internet Control Message Protocol

Internet Control Message Protocol version 6
Identification

Intrusion Detection System

Internet Explorer

Internet Engineering Task Force
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s

IKE
IM-PEPD
INSC
I0S
10z

IP

IPS
IPSec
IPTV
IPv4
IPv6
ISATAP
IT

JCAN
JGN
JITC
JTEN
JUICE
JVMF

K
Kbps

L2

L3
L3G
LAN
LDAP

M&S
MAC
MANET
Mb
Mbps
MIB
MCS
MIP
MIPv6
MN
MO2
MR
MTPv2.0

NAT

Internet Information Services
Internet Key Exchange
Implicit Peer Enclave Prefix Discovery Ryl
Interoperable Networks for Secure Communications
Internetwork Operating System
Future Capabilities Division
Internet Protocol
Intrusion Prevention System
IP Security
Internet Protocol Television
Internet Protocol version 4
Internet Protocol version 6
Intra-Site Automatic Tunneling Address Protocol
Information Technology

Joint Capability for Airborne Networking

Joint Gateway Node

Joint Interoperability Test Command

Joint Tactical Edge Networks

Joint User Interoperability Communications Ex&ci
Joint Variable Message Format

Kilobit
Kilobits per second

Layer 2

Layer 3

Multicast L3 Gateway

Local Area Network

Lightweight Directory Access Protocol

Modeling and Simulation
Media Access Control
Mobile Ad hoc Networks
Megabit

Megabits per second
Management Information Base
Maneuver Control System
Mobile IP

Mobile IP version 6

Mobile Node

Milestone Objective 2
Mobile Router

Master Test Plan Version 2

Network Address Translation
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NEMO Network Mobility

NIAP National Information Assurance Partnership
NII Networks and Information Integration
NIPRNet Unclassified-But Sensitive IP Router Network
NM Network Management

NM/OPS NM Operations

NMS Network Management Systems

NOC-V Network Operations Center — Vehicle

NS Name Server

NS Neighbor Solicitation

NSA National Security Agency

NTP Network Time Protocol

oC Optical Carrier

OLSR Optimized Link State Routing

OPNET Optimized Network Evaluation Tool

OS(s) Operating System(s)

OSPF Open Shortest Path First

OSPFv3 Open Shortest Path First version 3

O™™ On The Move

PC Personal Computer

PIC Physical Interface Card

PKI Public Key Infrastructure

PO Participating Organization

POP3 Post Office Protocol version 3

PPP Point-to-Point Protocol

PS Policy Servers

PT Plain Text

QFY Quatrter Fiscal Year

QoS Quiality of Service

RA Router Advertisement

RDT&E Research, Development, Test, and Evaluation
RDP Remote Desktop Protocol

RF Radio Frequency

RFC Requests for Comment

RIM Radio Interface Module

RIP Routing Information Protocol

RO Route Optimization

RSVP Resource Reservation Protocol

RTP Real Time Protocol

RTSP Real Time Streaming Protocol

S&TCD Space and Terrestrial Communications Directorate
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S/A/IC
SATSIM
SDP
SDP
SEND
SIT
SIP
SMTP
SNMP
SP
SPAWAR
SSHv2
STIG

3DES
T&E
TCP
TDM
TEWG
TGA
TIC
TOC
TRT

UDP
UHF
URL
USAISEC

\'%
VLAN
VLG
VolP
VPN

WAN
WIN-T
WLAN

Services/Agencies/Components
Satellite Simulator

Service Delivery Points

Shelf Discovery Protocol

Secure Neighbor Discovery

Stateless IP/Internet Control Message Protocah3lation
Session Initiation Protocol

Simple Mail Transfer Protocol

Simple Network Management Protocol
Service Pack

Space and Naval Warfare Systems
Secure Shell Version 2

Secure Technical Implementation Guide

Triple Data Encryption Standard
Test and Evaluation

Transmission Control Protocol
Time Division Multiplexer

Test and Evaluation Working Group
Traffic Generator/Analyzer
Technology Integration Center
Tactical Operation Center
Transport Relay Translator

User Datagram Protocol

Ultra High Frequency

Uniform Resource Locator

U.S. Army Information Systems Engineering Canah

Version

Virtual Local Area Network
Virtual / Live Gateway
Voice over IP

Virtual Private Network

Wide Area Network

Warfighter Information Network-Tactical
Wireless LAN

World Wide Web
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Appendix D. DoD IPv6 2007 Test Report Summaries

This appendix provides summaries for the 44 IPv6 T&E replogtsDoD Components submitted
for this year. The applicability of each report to tbmtIStaff IPv6 operational criteria is
summarized in Table D-1. The alphanumeric designatbmitecedes each report title in this
table corresponds to the section number of the appendisuhanarizes the report. Each report
summary is comprised of the following eight elemeritée, testing organization and publication
date, summary, T&E method, relevant Joint Staff IPpérational criteria (including Level 1

and 2 decomposition relevancy), configuration, resulis,camclusions/recommendations.
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Table D-1 2007 T&E Reports and Related Operational Criteria

Joint Staff IPv6 Operational Criteria

Section Test Report Title 1 2 3 4 5 6 7 8 9 1
D1 DoD IPv6 Transition Office (DITO) IPv6 X X
' Domain Name System (DNS) Test Report
D.2 Warfighter Information Network-Tactical X X X
' Internet Protocol Version 6 Assessment
Defense Research and Engineering Netwar
D3 IPV6 Introduction & X X X
Defense Research and Engineering Netwar
D.4 IPv6 Lessons Learned & X X X
D5 High Assurance Internet Protocol Encryptar X
' (HAIPE) Program Overview Summary 0.0.1
D6 JUICE 2006 IPv6 Transition Mechanism X
' Test Report V 2.0
JUICE 2006 IPv6 Transition Mechanism
Test Report V 2.0: Appendix A Draft 0.9,
D.7 IPv6 Transition Mechanism Alternatives X
Study: Maneuver Control System Proof of
Concept
D.8 IPv6 Security Assessment X
Joint Users Interoperability Communications
D.9 Exercise 2006 Internet Protocol Version 6| X X
Information Assurance Assessment Report
D.10 IPv6 MO1 Test Report for IPv6 Security X X
Concerns
D11 Global Broadcast Service (GBS) Integration X X
' with IPv6, a Pilot Implementation
Multi-Level Security, Geographically
D.12 | Targeted Information Dissemination Using| X
Internet Protocol Version 6 (IPv6)
D.13 INSC Task 3 (Mobility) Final Report X X X X
INSC Test and Demonstration Architecture
D-14 | for INSC Phase i X | X X X X
D.15 GIG-EF Event 06-3 IPv4 and IPv6 Security X X
' Hop-by-Hop Control Plane Tests
Internet Protocol Version 6 Joint Staff
D.16 | Operational Criteria 2 and 3, Phase | Test X X X
Report
Special Interoperability Test Certification of
D.17 | the Juniper M and T Series Routers for IPV6 X =~ X X
Capability
D.18 Def_ense Research gnd Engineering Netwcrls( X
' Juniper ISG-2000 Firewall Test Report
Internet Protocol Version 6 Low Bandwidth
D.19 Test Report X | X X
D.20 IPv6 Autoconfiguration White Paper X
D.21 Operational Issues with IPv6 DNS X X
D.22 IPv6 Multihoming White Paper X
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Table D-1 2007 T&E Reports and Related Operational Criteria (cotinued)

Joint Staff IPv6 Operational Criteria

Section Test Report Title 1 2 3 4 5 6 7 8 9 1d

Special Interoperability Test Certification of
Microsoft Windows Vista Enterprise
Operating System installed on a Panasonic

D.23 Toughbook CF-74 and a Panasonic XX X
Toughbook CF-51 for Internet Protocol
Version 6 (IPv6) Capability
Special Interoperability Test Certification of

D.24 Techguard PoliWall for Internet Protocol X X
Version 6 (IPv6) Capability

D.25 IPv6 Protocol Security Assessment and Issues X X X X
JCS Criteria 4, Phase | — Demonstration of

D.26 QoS Capabilities of IPv6 Using DiffServ X X X
(FYO7 Moonv6 Demonstration)

D.27 Test Results and Lessons Learned X X X
Network Management IPv6 Feasibility Study

D.28 X
Report
IPv6 Vulnerability Assessment Report for the

D.29 Air Force Standard Desktop Configuration forX X
Microsoft Windows Vista

D.30 IPv6 Scalability Testing Final Report X X

D.31 Milestone Objective 2 IPv6 Scenario 1 X X

' Implementation Guide & Test Parameters

MO2 Security Concerns for Microsoft

D.32 Windows IPv6 Protocol XX X

D.33 Milestone Objective 2 IPv6 Scenario 1 Rouherx X

Configuration Guide
D.34 2006 Ethernet Switch Comparison Report | X X X X X
Implicit Peer Enclave Prefix Discovery
Protocol (IM-PEPD) High Assurance Internét

D.35 Protocol Encryptor (HAIPE) Discovery White X
Paper
JUICE 2006 Test Report Verification of IPv§
D.36 Stateless Auto-configuration, Tactical X
Reorganization & Network Mobility (NEMO)
Implementing Internet Protocol Version 6
D.37 (IPv6) on an Army Installation X | X X
D.38 Juniper Networks Internet Protocol Version |6 X X
Report
D.39 Beyond Addresses: IPv6 Value for the GIG| X = X X
D.40 Testing Known VuIner.abiIities Against X X
' Internet Protocol Version 6 (IPv6)
Internet Protocol Version 6 (IPv6) Mitigation
D.41 Planning Phase 3: Custom Configuration | X X
Guidance
D.42 Internet Protocol Version 6 (IPv6) Mitigation X X

Planning Phase 4: RFCs and Protocols
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Table D.1 2007 T&E Reports and Related Operational Criteria (cotinued)

Joint Staff IPv6 Operational Criteria
1] 2] 3] 4] 5] 6] 7] 8] 9] 1d

Section Test Report Title

Internet Protocol Version 6 (IPv6)
D.43 Mitigation Planning Phase 1: Vendor PatchX X
Implementation Plan

Internet Protocol Version 6 (IPv6)
D.44 Mitigation Plan Phase 2: STIG X X
Implementation

Total Test Reports by Joint Staff IPv6
Operational Criteria 29 14 6 3 3 3 3 34 2 ¢
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D.1  DoD IPv6 Transition Office (DITO) IPv6 Domain Name SystenfDNS) Test Report
Testing Organization and Publication Date

DITO/SI International
11 July 2006

Summary

The DITO IPv6 DNS Test Report examined which versiordiofosoft Windows DNS could
experience issues during the transition of the .mil domnwa dual-stack primary master name
server model. This report focused on Iterative Mode Resfunctionality after the transition of
the primary master name server to dual-stack operations

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

2(2.1,21.1,22,22.1)
8(8.1, 8.1.1)

Configuration

This test bed consists of a single DNS server andeadiiectory domain. The primary master
name server for this domain is authoritative (as opptséhe Internet Service Provider or name
registration company maintaining authority) for the domaihe primary domain controller
(TRUMAN) for the active directory domain is also &B5. The addition of a Windows 2000 and
Windows NT4 server provides the breadth of testing desifedble D-2 describes the servers
and network equipment utilized in testing.

Table D-2 Equipment Configuration

NameS/ngLﬁ;)men t Platform Software
NS1 Fedora Core 4 BIND 9.3.1
Truman Windows 2003 Server ggf
WIN2KDNS Windows 2000 Server ggg
NT4DNS Windows NT4 Server SP6+
Cisco 2900 Switch Not Listed
Cisco 3550 Switch Not Listed
Cisco 2600 Router Not Listed
Cisco PIX 515e Firewall Not Listed
Juniper M71 Router Not Listed
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Results

After installation of the OS and installation of pasland services packs, the DNS service was
started. The server was configured as a secondary $ervke ipv6lab.com domain. The DNS
service was then started. Test results are summdeted.

Unknown Record Type Testing for NT4
o Systems were still responsive. A set of queries teéhneer showed it was
operational, responding to a DNS query for an IPv4 addfgsan@d a DNS query
for an IPv6 address (AAAA) queries over IPv4 transport.

* Unknown Record Type Testing for Windows 2000
0 The system did not halt. A set of queries to theeseskiowed it was operational,
responding to A and AAAA queries over IPv4 transport.

* Unknown Record Type Testing for Windows 2003
0 The system did not halt. A set of queries to theeseskiowed it was operational,
responding to A and AAAA queries over IPv4 transport.

* Wrong Transport Testing for Windows NT4 Server
0 Microsoft does not provide a supported or experimental IRagkor NT4.
Therefore, testing of the wrong transport issue wasailadole on Windows NT4
Server.

* Wrong Transport Testing for Windows 2000 Server
0 An unsuccessful attempt was made to install the IPv& stadVindows 2000.
Therefore, testing of the wrong transport issue wasailade on Windows 2000
Server. Note that the IPv6 stack is experimental ahguyported by Microsoft.

* Wrong Transport Issue for Windows Server 2003
o Systems were still responsive. A set of queries teéhneer showed it was
operational.

Conclusions

No tested version of Windows DNS service displayed th@awn record type issues.
Windows 2003 DNS service did not display the wrong transpguress Windows NT4 and
Window 2000 DNS services were not tested for the wrongpi@ahissue because supported
IPv6 stack implementations were not available. Withubke of Windows 2003 DNS, the
potential issues related to a dual-stack root server andrgrinaster name servers are
eliminated.
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D.2  Warfighter Information Network-Tactical Internet Protocol Version 6 Assessment
Testing Organization and Publication Date

JITC
August 2006

Summary

For the JUICE 2006, JITC assessed the WIN-T’s core eonwating protocols operating in
IPv6. Protocols included H.323 VolP, HTTP, FTP, SMTP, ad8®® The JITC’s Advanced IP
Technology Laboratory (AIPTL) assessed the WIN-T' sitlGiateway Node (JGN) at Fort
Huachuca, Arizona, and Taunton, Massachusetts, fromlt @0J1i0 August 2006. Personnel
from JITC, General Dynamics, and the WIN-T program effiere involved in testing.

Test and Evaluation Method
Exercise
Joint Staff Operational Criteria Tested

2(2.3,2.3.1, 2.3.2)
5(5.1, 5.1.1)
8(8.1, 8.1.1)

Configuration

The test network consisted of two terrestrial lirk&12 Kbps traffic channel (test traffic only)
and a 256 Kbps management channel. The management clvasrililt so that the Agilent
blade at the AIPTL could control and manage the remote biaBaunton, Massachusetts. The
original management channel was programmed for 64 Kbpsvettr, due to unforeseen
downloads initiated by the blades upon a reboot, that linkineasased to 256 Kbps to speed up
the download process. Table D-3 displays the tested egoigstatform and associated software
versions.
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Table D-3 Equipment Configuration

Equipment (#) Platform Software
WIN-T Border Router Cisco 3745 12.3
WIN-T LAN Router Cisco 3745 12.3
JITC AIPTL Router Cisco 3845 12.3
JITC AIPTL Router (2) Juniper M40e 7.4R2.6
JITC AIPTL Router (2) Juniper T320 7.4R2.6
JITC AIPTL Router Cisco 3845 12.4
JITC AIPTL Switch Cisco 6500 12.2
JITC NIT Lab Router Cisco 3745 12.4

Results

3,263 of 3,265 calls were successfully completed, for a 99.938éssicate. These calls varied
from 30 seconds to 8 hours, using the G.711 codec (the DSwiisdhed Network standard).
All 700 data transfers were exchanged error-free. Thisded 340 HTTP, 120 FTP, 120
SMTP, and 120 POP3 transfers. Table D-4 lists the residtach scenario.

Table D-4 WIN-T Test Results

Scenario Duration Voice Data Percent
(seconds)| comp | At HTTP FTP SMTP POP3 Complete
Comp Att Comp Att Comp Att Comp Att
150 Voice Only 30 150 150 100
200 Voice Only 30 200 200 100
250 Voice Only 30 250 250 100
300 Voice Only 30 300 300 100
350 Voice Only 30 350 350 100
400 Voice Only 30 400 400 100
5 Voice, Data 30 5 5 5 5 5 5 5 5 5 E 100
20 Voice, Data 60 20 20 10 1q 10 1D 1q 10 10 L0 100
40 Voice, Data 60 40 40 10| 10 10 10 10 10 10 10 100
100 Voice, Data 3600 100 100 10| 10 10 10 10 10 10 10 100
50 Voice,
SO HTTE 30 50 50 50 50 100
100 Voice 30 100 100 100
100 Voice,
100H D 30 100 100 | 100 100 100
100 Voice,
20 HTTP 30 100 100 20 20 100
100 Voice,
SO HTTD 30 100 100 50 50 100
100 Voice, 60 100 100 10 10 10 10 10 1 10 1p 100
10 Data
100 voice, 28800 100 100 10 10 10 10 10 1D 14 10 100
100 Data
50 Voice, 30 50 50 10 10 10 10 10 10 10 10 100
10 Data
100 Voice, 30 100 100 10 10 10 10 10 1 10 1p 100
10 Data
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Table D-4 WIN-T Test Results (continued)

Scenario | Duration o e onoret
(seconds)| comp | At HTTP FTP SMTP POP3 Complete
Comp Att Comp Att Comp Att Comp Att]
150 Voice, 30 100 | 00| 10| 10| 10| 10 10| 1 10 1p 100
10 Data
150 Voice, 120 148 | 150| 10| 10| 10| 1d 10| 1 10 1o 98.9
10 Data
200 Voice, 30 200 | 200| 15| 15| 15| 1§ 15| 15 15| 15 100
15 Data
200 Voice, 30 200 | 200| 10| 10| 10| 10 10| 1 10 10 100
10 Data
Total 3263 | 3265] 340 | 340 120 12p 124 120 __12p 120 99.9
Conclusions

The JGN demonstrated the ability to support core commumiicptbtocols in IPv6. This
includes H.323 VoIP, HTTP, FTP, SMTP, and POP3. It ismesended however, that the JGN
and other WIN-T components undergo further IPv6 testing IP&6 progresses, other key areas
of emphasis such as security, mobility, and ad hoc n&tmgpshould be examined for
compatibility within WIN-T.
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D.3 Defense Research and Engineering Network IPv6 Introation
Testing Organization and Publication Date

High Performance Computing Modernization Program (HPCUISD
July 2006

Summary

The DREN IPv6 pilot peers with the Internet, commar@and other DoD networks in attempt to
demonstrate security, interoperability, scalability, aadgition mechanisms within a live
network to support DoD transition to IPv6. This docummetroduces the architecture behind the
IPv6 pilot network, including node, link, network, and ségutetails.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.5, 1.5.1)
2(2.1,2.1.1,2.1.3,2.2,2.2.1,2.2.3, 2.3, 2.3.1, 2.3.3)
6 (6.1, 6.1.4)

8(8.1,8.1.1)

Configuration

The DREN configuration consists of ten core nodes aic@Carrier (OC)-192c backbone
Continental United States (CONUS), with OC-12c extersio Alaska and Hawaii.
Approximately 120 sites [Service Delivery Points (SDP)]ase connected from Digital Signal
Level 3 (DS-3) to OC-48c. Numerous devices and software SUpp&N services, but it is a
predominately-unclassified network with some Type 1 encrgpto

Results

One of the best reasons why the DREN IPv6 pilot has developed is that it has given the
DoD community a production environment to more directly agfsinctional network, as
opposed to a closed, limited test network. It is atsiséing other DoD agencies in
configuration, management, security, and deployment ofvahrBtwork. The lessons learned
and research to be conducted for this effort will grelaglyefit the DoD community.
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Some of the current accomplishments of the DREN FFigd are an enabled IPv6 Wide Area
Network (WAN) infrastructure, security and performanceiegancy to IPv4, facilitation of
IPv6 deployment to HPCMP funded sites’ infrastructure, eqei, and lessons learned
feedback.

Conclusions

The DREN IPv6 pilot has provided great research to the @wBmunity concerning areas of
security, interoperability, scalability, and transitioeahanisms within a live IPv6 network.
This effort is providing the community an insight on polesproblems, advice on
implementation order, and guidance in selecting a tranditichnique that is feasible and
effective.
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D.4 Defense Research and Engineering Network IPv6 Lessdmsarned
Testing Organization and Publication Date

HPCMP/OSD
July 2006

Summary

The DREN IPv6 pilot peers with the Internet, commar@and other DoD networks in an
attempt to demonstrate security, interoperability, ilthy and transition mechanisms within a
live network to support DoD transition to IPv6. The lesseasned from this document give
other S/A/C guidance on IPv6 implementation and helpsitavoid mistakes.

Test and Evaluation Method
Pilot
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.5, 1.5.1)
2(2.1,2.1.1,2.1.3,2.2,2.2.1,2.2.3, 2.3, 2.3.1, 2.3.3)
6 (6.1, 6.1.4)

8(8.1,8.1.1)

Configuration

The DREN configuration consists of 10 core nodes on OC-ft@@bone (CONUS), with OC-
12c extensions to Alaska and Hawaii. Approximately 120 SiBd3s are also connected at DS-3
to OC-48c. Numerous devices and software support DREN servigasjs a predominately
unclassified network with some Type 1 encryptors.

Results/Lessons Learned

There are four primary goals of the DREN IPv6 pilot: IRmabled WAN infrastructure, security
and performance, facilitate IPv6 deployment into HPCMIéd sites’ infrastructures, and IPv6
enabled. The lessons learned in attaining each goalssiitahe DoD and other S/A/C to
transition to IPv6.

* Goal 1: IPv6 enabled WAN infrastructure
o0 Need more extended use in “real” IPv6 networks to exposearehiaining
errors
o Query vendors for specific features that matter; tii@rpretation may differ
o Memory may become an issue for dual-stack support
0 Many routers have fairly complete production-quality IPv6
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Most products (90%+) claim IPSec support for IPv6, but atéumctionally
complete

A large percentage of routers built since 2001 handle IRxG feell

Static routing is not scalable; hard to maintain mbes 12 sites

Long-term routing protocol solutions: internal Bordetté&say Protocol (BGP),
external BGP and OSPF Version 3 (OSPFv3)

Transition mechanisms should be used sparingly (curraitations)

DREN has experience in using Tunnel Broker (commerciabgexvorks well)
and open source 6to4 tunnel software (works with limmatinside one enclave
but not recommended across enclaves)

Goal 2: Security and Performance

0]

o o0o0oo

Internally developed an update to IDS software used to suppditds well as
IPv4; no commercial sources for wide-area IDS availdlids updated IDS is
available to other S/A/C within DoD

Firewalls are slowly becoming available; current devitage limitations
Lack of scanning tools

Standards and implementations of IPSec remains a problem

Security was a priority for the DREN IPv6 pilot, but doeenting it has been
difficult

Goal 3: Facilitate IPv6 deployment into HPCMP fundeéssiinfrastructures

0]

Procurement
= Most commercial computers are hardware capable
= Recommend upgrade/replace router >4 years old

o People

= Surprisingly little training required for technical personnel
= Attitude adjustment needed for security, procurement, amagesnent

o Process

= Incorporate IPv6 support considerations in system sugmgartning, and
installation processes
= Software upgrades and network/system reconfiguration

o The order in which networks, computers, applications, ai8 Bre IPv6 enabled

impact transition. Recommend:
= Networks, DNS software, and other IP infrastructure
= Computers: servers first and desktop later
= Applications: clients first and server software later
= Make DNS entry changes last (no right time to chan§y&p

Goal 4: IPv6 enabled
0 At each site, IPv6 transition was done by a small nurabpart-time technical

personnel, as an additional duty, and without any additfanding

0 This caused a lack of detailed tracking of expenses and ayntata
o Site trends:

= Few purchases were necessary
= Common to expand memory on routers
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= No computer replacement

= Upgrades on OSs at no cost under standard maintenancactovith
exception of Microsoft OS

= Training: commercial, HPCMP provided, and self

* Additional Lessons Learned
o0 Network Management has the fewest software tools Wb capability
compared to all functional areas
o0 A template to follow for technology transition is nhusetter than starting from
scratch.

Conclusions

The DREN IPv6 pilot provided great research to the @oBmunity concerning areas of
security, interoperability, scalability, and transitioeahanisms within a live IPv6 network.
Many issues remain within the IPv6 transition; howevezagstrides have been made in
developing an operational IPv6 network. The lessonsdédgsrovide the community an insight
on possible problems, advice on implementation ordergaitnce in selecting a transition
technique that is feasible and effective.
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D.5 High Assurance Internet Protocol Encryptor (HAIPE) Program Overview
Summary 0.0.1

Testing Organization and Publication Date

NSA
August 2006

Summary

A HAIPE is a programmable IP Information Security devidgghwaffic protection, networking,
and management features that provide IA services fordRd4Pv6 networks. HAIPESs that are
v3 compliant meet the DoD mandate for IPv6 compatibdlityl the goals of the Cryptographic
Modernization Initiative, and are a key component ofGlabal Information Grid (GIG) Vision.
This document explains the core requirements of HAIPEdW3campares current features to
previous versions.

Test and Evaluation Method

Engineering Analysis

Joint Staff Operational Criteria Tested

1(1.6, 1.6.1)

Configuration

The HAIPEV3 is expected to be backward compatible to HARE operability Specification
(IS) 1.3.5. ltis also planned to be the baseline étwark encryptors deployed within the GIG.

Results

HAIPEV3 is expected to offer many benefits over the ctifdRAIPE IS 1.3.5. It is expected that
HAIPEv3 will provide services that allow communities teehtheir traffic protection,
networking, and management needs. Four goals of HAIPERI&x

* Bandwidth Efficiency
0 Reduce encapsulation overhead
0 Reduce cryptographic transform overhead.

* Over-the-Network Management
o0 Management Information Base Version 3.0 (MIBv3.0)
0 SNMP Version 3
o Firmware download.
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» Signaling Interoperability
o HAIPE to HAIPE
o HAIPE to infrastructure
o HAIPE to Key Management Infrastructure
o0 HAIPE to Response Service Message

* HAIPE Implementations
o Enclave Gateway
0 Host
o Terminal

Conclusions
This document provides insight on the development or/andsitagyu of HAIPEV3. As the

primary network encryptor for the deployment of futul&G@etworks, HAIPEvV3 must provide
adequate traffic protection, networking, and managementrésat
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D.6  JUICE 2006 IPv6 Transition Mechanism Test Report V 2.0
Testing Organization and Publication Date

Space and Terrestrial Communications Directorate (S&TCDBmmunications-Electronics
Research, Development and Engineering Center (CERCE@)yare Engineering Center

(SEC), Communications-Electronics Life-Cycle Managenteenter (CE-LCMC), Software
Engineering Directorate (SED)

October 2006

Summary

As part of a multi-phase study of IPv6 transition medtras, the Army funded the development
of an IPv4-to-IPv6 Transformer by Datatek Applicatidns,, prototyped an Application Layer
Gateway (ALG), Transport Relay Translator (TRT), dhdticast L3 Gateway (L3G) based on
legacy Maneuver Control System (MCS), and tested anmmally-available IPv4-to-1Pv6
Tunnel Broker by Hexago. This report examined the functiyrahd interoperability of five

IPv6 transition mechanisms in a tactical, operaticsakllite communications network during
the JUICE 2006 event.

Test and Evaluation Method

Exercise

Joint Staff Operational Criteria Tested

8(8.1,8.1.1)

Configuration

This test consisted of nine scenarios demonstrating $enedes of communications between
various MCS configurations. The configurations include Brly, IPv6-only, dual stacked
with the ALG and TRT, IPv4-only using the Datatek Transker, and IPv6-only using the

Hexago Tunnel Broker.

This test utilized routers, computers, satellite comeations, and additional network
equipment. Table D-5 lists the equipment and descriptions
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Table D-5 Equipment Configuration

Equipment Description/Software
Router 1 Compag PC with FreeBSD, dual stack wigeBISD, dual stack with IPv6 multicast routing
Router 2 Compag PC with FreeBSD, dual stack with L3G
Computer Dell PC with Windows XP and MCS, IPv4-only
Computer Dell PC with Windows XP and MCS, both IPv6 only
Computer Dell PC with Windows XP and MCS, both dual stack
Computer Dell Laptop with Windows XP and MCS, both IPv4-only
Computer Dell Laptop with Windows XP (dual stackfldMCS (IPv6-only)
Datatek Transformer N/A
Hexago Tunnel Broker N/A
Netgear Ethernet Switches N/A
Memotec CX960e Satellite Router Gateway for IPv4 link
L3 MDL8372S0004 Satellite Transmit Modulator for IPv4 link
L3 MDL8471F0008 Satellite Receive Demodulator for IPv4 link
Comtech EF Data CDM570L Satellite Modem for IPv6 link
Results

Application Level Gateway

The ALG functions seamlessly and requires no additiadalinistrative effort beyond the
existing baseline. Neither legacy software functionuser operation is adversely affected by
the ALG. Although MCS provides two unicast modes, UDP anB,Tike ALG addresses only
TCP unicast.

Transport Relay Translator

The TRT operates automatically and works well in coctjon with the Datatek Transformer

and Hexago Tunnel Broker since it makes no differentidi@gimeen message sources. An MCS
node’s ability to access the TRT is not limited by anyitathl transition mechanism. Enabling
the TRT on a dual-stack MCS node requires only the configuraf a single environment
variable and no additional administrative effort.

Datatek Transformer

The Datatek Transformer provides unicast connectivity &etva single IPv4 node and an IPv6
network. It must be configured separately, but doesatptire client software or additional
configuration of the IPv4 node. It lacks support of soetevark features, such as multicast, but
Datatek is continuing to improve the product.

Hexago Tunnel Broker

The Hexago Tunnel Broker can provide either IPv4 or IPvBelimg. In this exercise, the
Hexago Tunnel Broker client was connected to an IPv4-oetiywork and required IPv6-in-1Pv4
tunneling. On start up, the client established a tunrtékt@unnel Broker server over the IPv4
satellite link. This tunnel provided IPv6 network accessecctient as if it were on a native
IPv6 network. To function properly, the tunnel brokeweeand client (the “endpoints” of the
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tunnel) must be dual stacked. Usually, the client soéiwsaused on a host node, but it may also
be implemented on a network router, providing accessttutinel to several users at once.

Multicast Gateway

The multicast gateway must be implemented on a netvonttier running Protocol Independent
Multicast for IPv6, Sparse Mode (PIM6-S), for which&idas implemented support only very
recently in Version 12.4 of its OS. While it is the preéd solution, it was not available in time
for this exercise. The multicast gateway used in thidyswas an experimental version that runs
only on Free Berkeley Software Distribution (BSD).eTrhulticast gateway requires no
additional administration of network nodes. It is lmited to MCS, but is compatible with all
multicast messaging.

Conclusions

The transition mechanisms tested for this exercis®peed the functions for which they were
designed in both laboratory and tactical satellite envienmima While no single system can
provide everything, when used correctly, individually or in@#t, these systems provide
efficient, inexpensive, and reliable connectivity in a ptar networking environment. The
MCS upgrades, the Datatek Transformer, and the Hexago TBroledr all provided reliable
transition support in specific circumstances.
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D.7  JUICE 2006 IPv6 Transition Mechanism Test Report V 2.0: Apendix A Draft 0.9,
IPv6 Transition Mechanism Alternatives Study: Maneuver Contol System Proof of
Concept

Testing Organization and Publication Date

S&CTD/CERDEC
March 2006

Summary

The CERDEC, S&TCD, and Telcordia were tasked to denmmtesthe transition of a legacy
software application and verify its operation withihydorid network comprised of a legacy IPv4
system and a future network IPv6 system. The MCS wasechas the software application, and
the Network Operations Center - Vehicle (NOC-V) wassan as the legacy system. An
Optimized Network Evaluation Tool (OPNET) modeling and sitmofa(M&S) environment

was used to represent a future force network. S&TCDigedwsystem engineering and
integration for the task and implemented the future fomodel. Telcordia performed a software
analysis of the MCS and developed an ALG to enable th8 MGunction in both IPv4 and

IPv6 modes.

Test and Evaluation Method

M&S

Joint Staff Operational Criteria Tested
8(8.1,8.1.1)

Configuration

Using OPNET version 11.0, S&TCD created an IPv6 M&S enviemtrthat was used to
represent an Army future force backbone network suchlBs™W For this demonstration, a
unique concept of using a Virtual / Live Gateway (VLG) teifdace the legacy network with the
M&S environment was introduced. The model for the demaimtraonsisted of two
intermediate router nodes and two VLGs to allow bidioeal traffic to flow in and out of the
model.

The VLG is essentially an Ethernet card that resihethe computer that is running the OPNET
model. It is the physical interface between the liveremvinent and the virtual environment.
However, no such product exists, not even by OPNET. TdreteS&TCD created one by
modifying an Ethernet driver applet. The driver acce@® &nd UDP IPv6 packets and then
inspects the packet for proper IPv6 header format andrdorifesatisfactory, the driver then
triggers a token or message sequence in OPNET.
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Results
The task culminated with a proof of concept exit demonstratbnsisting of six scenarios:

» Sustain IPv4 Legacy Baseline Interoperability

* Send and Receive IPv6 Joint Variable Message Format (JWMBsages
* Exchange IPv6 / IPv4 JVMF Message via TRT

* Multi-Destination Unicast JVMF Messages in a 6/4 Hylird/ironment

* Multicast JVMF Messages in a 6/4 Hybrid Environment

* Vv6-over-v4 Automatic Tunnel Broker.

All scenarios ran flawlessly and the demonstratioa staccessful in conveying the message that
the IPv6 transition of legacy components, at leattercase of the NOC-V and MCS, is
relatively straightforward.

Conclusions

The VLG used for integrating the live network with the daed OPNET future force network
was an innovative idea that shows much promise for hmgdé’>v6 networks of any size. It can
be a useful tool for analyzing and testing conformancdoeance, and interoperability.

The results of this task were very encouraging fordlmmscerned about the transition and
impact of IPv6 on legacy applications and systems. Whd& represents only one program
among hundreds in use by the Army, the experience witB Eliforces the general belief that
applications written with modularity in mind, and thatdal the concept of a layered model as
advocated by the Open Systems Interconnection (O®berafe model, are relatively easy to
modify for forward compatibility with IPv6. In additipit was found that a typical Army
tactical communication system, such as the NOC-¥ajmble of processing the throughput of
IPV6 traffic by upgrading or replacing its L3 routing componeititewever, the Layer 2 (L2)
routing components, i.e., Ethernet switches, arempacted by the presence of IPv6. This is
especially good news since most network topologies tagaymany more switches than routers.
This applies to Army tactical networks as well, wheve touters, one red and one black, may
reside in a front-end communication system, such all@@-V or a Brigade Subscriber Node.

UNCLASSIFIED 56



D.8 IPv6 Security Assessment
Testing Organization and Publication Date

Science Applications International Corporation (SAIC)
01 June 2006

Summary

This paper surveys the current availability and maturity?@6 across a range of products, from
OS to utilities to security tools, and details mangeks on various parts of the IPv6 protocol
suite. We assume non-IPSec use of the protocol,ldsendommon for some time. IPSec, while
subject to its own attacks and defenses, usually mitigaggsrotocol attacks mentioned here.
Solving the keying problem for large full mesh IPSec netwixlesft as an exercise for the
reader. Organizations already implementing a PKI shoeildble to leverage it to ease
implementation of IPSec. Testing was performed froay K005 to October 2005.

Test and Evaluation Method

Experiment

Joint Staff Operational Criteria Tested

1(1.1,1.1.1,1.4,1.4.1,1.4.2)

Configuration

The following client OSs were tested: Fedora Linux Cdend 4, Solaris 9 x86, FreeBSD 5.4,
OpenBSD 3.7, Windows XP Professional, Windows Server 2003)Hayn 5213 and Longhorn
5270. Among these OSs, there were four IPv6 stack vamanse.

The Scapy4 packet construction toolkit was used to perftypnodocol testing and attacks. At
the start of this project, IPv6 support in Scapy4 was rudtiang. Over the course of this project,
several contributors have improved Scapy4’s IPv6 support.

Results

All client OSs tested properly rejected Neighbor Saltain (NS) packets with a hop count less
than 255. This eliminates threats of NS being used foodsy or Denial of Service (DoS)
from off the local link of the target.

Linux, FreeBSD, Solaris 9, OpenBSD 3.6, and Windows \(Istaaghorn) were immune to
attempts at denying IPv6 nodes their self-assigned addresseadigig out malicious Neighbor
Advertisements in response to Duplicate Address Dete(@idi) packets at boot time. Linux,

FreeBSD, and OpenBSD all logged a duplicate address esgslog and continued to use the
address. This was true for both the link local addresshenglobal unicast addresses.
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However, this attack was successful for Windows XP Bsxd@al and Windows Server 2003.
Further, Windows XP and 2003 were susceptible to this attakyaime, not just during the
window between when the DAD NS packet is sent and &ie process times out waiting for a
response. This means that any Windows XP or 2003 machine cimied all IPv6 service by
an attacker on the same link at any time.

Vendor OSs showed varying behavior in response to RodterAsement attacks. For volume-
based DoS attacks (e.g., receipt of a steady stre@6686 unique router advertisements),
Windows Server 2003 and Windows XP Professional both consaliredhilable CPU

resources while processing the router advertisement pack&ite that when the same sets of
router advertisements were repeated, excessive CPUrcesavere not consumed.)

Fedora Core 3/4 is partially immune to the gratuitous RAdgertisements (65 Kilobit total)
attack. First, when receiving the advertisementdefaer CPU resources were consumed.
Second, Fedora has a default upper limit of 16 addressaggéacde that it will process. IPv6
stack implementers may want to add a "limit per secomdthie number of Router
Advertisements (RAs) that will be accepted.

FreeBSD and OpenBSD appear to lay between Windows andaHedbeir susceptibility to the
gratuitous RA (65 K) attack. While the BSDs lacked an ufppéron the number of RAs
accepted, they consumed fewer CPU resources than Winbdotwsore than Fedora when
processing the requests.

Conclusions

While limited to on-link attacks, malicious RAs can denyser and provide for man-in-the-
middle eavesdropping and packet injection. Allowing comifalode interfaces and routing
table entries via unauthenticated Internet Control Eigs$’rotocol (ICMP) Version 6 (ICMPV6)
packets puts users and networks at risk. It is recommehdedsers and network administrators
avoid the use of RAs in favor of Dynamic Host Configuraftyotocol(DHCP) Version 6
(DHCPvV6) or static configuration. While DHCPV6 itselvigdnerable to similar attacks, these
attacks are more limited in scope and require timimgaddition, DHCP has been around longer
and is better understood by administrators. Automatiiguaration by DHCPv6 will also spare
users and administrators from having to manually configugthgncomplex IPv6 addresses.
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D.9  Joint Users Interoperability Communications Exercise 2006nternet Protocol
Version 6 Information Assurance Assessment Report

Testing Organization and Publication Date

JITC
November 2006

Summary

The JITC performed an IA vulnerability assessment dutiHGl 06. The JUICE 06 IA
Assessment identified IPv6 IA vulnerabilities in indivitldavices and within networks that are
representative of operational DoD systems. The JUI€Eetwork architecture consisted of
equipment and networks that were assessed within aadeduDefense Information Systems
Network (DISN) Core. In addition to the IA assessimtre MO2 enclave was assessed based
on DITO IA Guidance for MO2.

Test and Evaluation Method
Exercise
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1,1.4.2, 1.5, 1.5.1)
8(8.1,8.1.1, 8.1.3)

Configuration

Testing consisted of equipment and networks that weresesseavithin a simulated DISN Core
using one Juniper T640 and two Juniper T320s. The assessmantlaided the simulated
Unclassified-But-Sensitive IP Router Network (NIPRNgting one Juniper T640, two Juniper
T320s, two Juniper M40es, and two Cisco 3845s and Teleport environmbiais included
NIPRNet plus the satellite simulator and one Cisco 3&8tih NIPRNet and Teleport
environments used client resources provided by Microsofa\Asta Builds 5520 and 5472 and
servers employing the Microsoft Longhorn Server Build 55P8e test network included three
Windows XP clients, two Windows Beta clients, a Roow/&erthree Domain Controller

Servers, and two member servers. The separate MO#v/eradsessment used two Windows XP
clients, two Cisco 3745s, one Cisco 3725, and a NetScreeir&alf.

Results
The threat rating for the network assessed was eadzliby dividing the sum of discovered
findings by the total of all vulnerabilities checked. bleaD-6 provides the numeric key to Table

D-7. Table D-7 provides the threat rating averages fafalie assessed network components
(i.e., routers and switches).
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Table D-6 Combined Test Team IA Vulnerability Threat Rating Scheme

Threat Rating Definition
High=2-3 Highest total average of vulneralekti
Medium =1 -1.99 Medium total average of vulneliéibs.
Low=0-0.99 Lowest total average of vulneratgbt

The higher the threat rating in table D-7 given formel#cTechnical Framework (IATF) area
and subset, the greater the number of vulnerabilitiesdesed. When future assessments are
performed on these networks, these results may be useahfiparison. A comparison of
implementation trends (by IATF area) will enable testersee its posture improvement from
assessment to assessment.

Table D-7 Combined Test Team IA Threat Ratings of Mission fitical Components

IATF Area Network Component Threat Rating
Routers 2.2
Network and Infrastructure
Switches 1.7
) Windows Servers 15
Local Computer Environment
Windows Workstations 0.7

In the MO2 enclave, IPv6 traffic was transmitted fridva IPv6 only (Cisco 3745) end of the
MO2 enclave to the IPv4 only (Cisco 3725) end of the MOZasecl An Ethereal packet sniffer
was set up in the enclave between the 11.B and thedite No IPv6 packets were detected on
the IPv4 only side of the dual-stack router.

Although there was no IPv6 traffic found passing throughrdhbeer, there was one significant
finding. If a piece of equipment that has an IPv6 gumétion is introduced on the IPv4 only
network side without removing the IPv6 configuration, the@ief equipment installed would
introduce IPv6 packets on the IPv4 network.

For the Build 5472, the test was between two Vista wolksiain different domains. The tests
were only run in a dual IPv4/IPv6 environment. In this &istiild, tunneling worked and a
secure connection was setup and maintained during the assessme

For the Build 5520 using the same setup as in Build 5472, treeseammunication between the

workstations, but IPv6 IPSec tunneling was unable to bepsahd the connection initiates and
remains unsecured.

UNCLASSIFIED 60



Conclusions

The vulnerabilities found in the IPv6 protocol are thesaminerabilities known to exist in the
IPv4 protocol. The SAINT, Nmap, and ThreatEx test taocdsable to detect known IPv6
vulnerabilities.

Microsoft Vista Build 5472 supports IPSec tunneling and semumeection in a dual IPv4/IPv6
environment. Microsoft Build 5520 supports nonsecure commumigdiut does not support
IPSec tunneling.

The MO2 enclave did not pass IPv6 traffic to the IPv4 sidbe network. However, all IPv6

configurations must be removed on equipment insertedeoiPifl side prior to sending packets
across the network.
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D.10 IPv6 MOL1 Test Report for IPv6 Security Concerns
Testing Organization and Publication Date

Future Capabilities Division (10Z) Air Force Informatidarfare Center (AFIWC)
22 May 2006

Summary

The tests explained in this report were derived fronDii$A DITO IA Interim Guidance for
MO1 document. The results are recommend configuratama&if Force boundary protection
and internal control devices to protect against IPv6 kgtathe 10Z Assessments Branch IPv6
team researched how IPv6 could affect an operationdf@ice network, in order to provide
confidence that IPv6 enabled nodes will not compromise sgadthe operational network.
The test results presented in this report provide impartéormation on the behavior of IPv6 in
a predominately IPv4 environment.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.4,1.4.2, 1.5, 1.5.1)
8(8.1,8.1.1, 8.1.3)

Configuration

The following table shows the configuration of the IPv®’saouters, computer systems, and
test equipment used. The initial configuration of theermuinvolved in testing were determined
by using the Air Force Ports, Protocols, and ServicesiM@ddcument release 3.0, February 28,
2005.

Table D-8 Equipment Configuration

Equipment (#) Platform I0S/Software
Cisco 7206VXR 12.4(4)T1
Router
Cisco 2621 12.2(13)T16
(2) Dell Dimension 4500 MS Windows XP Pro/Serviezl2
Computer Systems
Dell Dimension 4300 MS Windows XP Pro/Service Pack
Server Dell 350 Server Blade MS Windows 2003 Emteep Service Pack 1
) IXIA 400T LM1000T5
Test Equipment
Ethereal 0.10.13(C)
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Table D-8 Equipment Configuration (continued)

Equipment (#) Platform IOS/Software
. NetWag 5.33
Test Equipment
Kiwi Syslog Daemon 7.2.35

The Air Force Network Architecture Solutions (AFNAS)H was used as a third party test
element to validate selected test objectives. Theipewnt configuration is listed below.

Table D-9 AFNAS Equipment Configuration

Equipment (#) Platform IOS/Software
Cisco 7204 12.3-12a
Routers
Cisco 7505 12.3-12a
(2) Dell Optiplex GX620 MS Windows XP Pro/ServicadR 2
Computer Systems
Dell Latitude 505 MS Windows XP Pro/Service Pack 2
Server Dell Power Edge 1750 MS Windows 2003 EnteepService Pack 1
Ethereal 0.10.13(C)
Test Equipment
NetWag 5.33

Results

Filtering

The bulk of the test required that IPv6 traffic and spetfv4 ports and protocols be denied at
the IPv6 enclave boundary. The majority of theserfilequirements mandated only a simple
Cisco router Access Control List (ACL). The follong table identifies each test objective, the
method tested, and the result for each objective.

Table D-10 Test Results

Filter Objective Test Method Method Result
Deny native IPv6 packets Packet injection ACL Denied
Deny IPv6 in IPv4 tunnel/IPv4 protocol 41 packets acleet injection ACL Denied
Deny IPv4 in IPv4 tunnel/IPv4 protocol 4 packets cles injection ACL Denied
Deny Source Demand Routing Protocol/IPv4 proto@opdckets Packet injection ACL Denied
Deny AX.25 tunnel/IPv4 protocol 93 packets Packgdtion ACL Denied
Deny IP-within-IP Encapsulation Protocol/IPv4 pratb94 packets Packet injection ACL Denied
Deny EtherlP/IPv4 protocol 97 packets Packet injection ACL Denied
Deny Encapsulation Header /IPv4 protocol 98 packets Packet injection ACL Denied
Deny Layer 2 Tunneling Protocol/IPv4 protocol 11sldJDP 1701 packets Packet injection ACL Denied
Deny Generic Routing Encapsulation/IPv4 protocopdtkets Packet injection ACL Denied
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Table D-10 Test Results (continued)

Filter Objective Test Method Method Result
Deny Fragmented Packets Packet injection ACL Denied
Deny IP Security/IPv4 Protocols 50 and 51 and UbR $00 Packet injection ACL Denied
Teredo Transition Mechanism/IPv4 UDP port 3544 Radkection ACL Denied

Administrative Information

There is a possibility of IPv6 administrative and cohimformation traversing the enclave
perimeter using IPv4 services. This information needs fmdented from adversely affecting
the enclave. Such traffic includes Internet Contros&ége Protocol (ICMP), DNS, SNMP, and
routing protocol exchanges and updates. To minimize thet effidizing Air Force Ports,
Protocols, and Services Matrix (PPS) filters to resaccess to management information to
authorized systems and users where possible is recommendgatticular, the IPv6 Helper
Service on Windows XP and 2003 family servers should be didalsl it exploits the
propagation of DNSv6 addresses across an IPv4 protocoldagan4 encapsulation.

AFNAS Test Results

The following table presents the five MO1 objectives setkfor third party testing through the
utilization of the AFNAS Lab.

Table D-11 Test Results

Filter Objective Test Method Method Result
Teredo Transition Mechanism/IPv4 UDP port 3544 Raokection ACL Denied
Deny Fragmented packets Packet injection ACL Denied
Deny IPv6 in IPv4 tunnel/IPv4 protocol 41 packets acleet injection ACL Denied
IPv6 Administrative Information Disable specifieergice IPv6 Helper Service Eliminated AAAA
record propagation
Deny native IPv6 packets Packet injection ACL Denied

Testing within the AFNAS Lab verified the initial tegiiof IPv6 met the required MO1
objectives.

» Cisco Router ACL filters are capable of providing theessary elimination of identified
ports and protocols

* Modification of identified services will eliminate leakagklPv6 administrative
information at the Windows client and server systeralle
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Conclusions

The tests performed in the AFNAS and the IPv6 Labs prthvat modifications/additions to
existing ports and protocol filters are sufficient toggtMO1 IPv6 enclave requirements.

Every specific identifiable port and protocol was denietth@tenclave boundary router using a
Cisco ACL; the inclusion of an additional firewatlthe IPv6 enclave border is unwarranted.
With the additional filters in place, the enclave desigvere able to communicate with enterprise
network devices over authorized ports and protocols.

The IDS approved for use by the Air Force does not @ifesupport of IPv6 alerts and/or
monitoring. Until an extensive IPv6-supportable proxy d@/Intrusion Prevention System
(IPS) are designated by the Air Force, full integratdiPv6 into the Air Force’s Enterprise
network will not be accomplished. The effort nowascontrol the IPv6 traffic propagated
within a specific enclave.

Future testing will isolate any IPv6 traffic propagated ssithe enterprise layer with some type
of tunnel where the traffic can either be encryptedgus?&ec or controlled using ACLSs.
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D.11 Global Broadcast Service (GBS) Integration with IPv6, ai®t Implementation
Testing Organization and Publication Date

DISA
2006

Summary

The GBS is a satellite communications program modelgétiehighly successful commercial
Digital Video Broadcast-Satellite (DVB-S) platfornit provides a worldwide, high-bandwidth,
one-way transmission of classified and unclassifiedajidmagery, and other files to support
joint military forces. Recently, GBS architectures lheansitioned from Asynchronous Transfer
Mode (ATM) technology to IP to enhance a multitude ofifess, such as modularity and
decreased operational complexity. In support of the Offigkssistant Secretary of Defense
(OASD)-NII mandate and the DoD’s Network-centric visitihe GBS Joint Program Office and
DISA have been jointly investigating the transition of&® IPv6. This report will disclose the
results of performance metrics crucial to video anddigsemination.

Test and Evaluation Method
Demonstration
Joint Staff Operational Criteria Tested

3(3.1,3.1.1, 3.2, 3.2.1, 3.3, 3.3.1)
8(8.1,8.1.1, 8.1.2)

Configuration

The simulated operational testing architecture is contposa DVB-S transport equipment
string that encapsulated and modulated incoming IP packietsadtadio Frequency (RF)
carrier. To accurately simulate a satellite commationis system, testing included a Satellite
Link Emulator and Carrier-to-Noise Generator as @&eglan ingress and egress router. Spirent
and Ixia gear were used for traffic loading and measuringeaince.

Results

The GBS IPv6 pilot simulated operational testing to mesathe performance and capability of
the GBS DVB-S system to transport native IPv6 and diagkgraffic. The performance of
delivering IPv4 unicast traffic over the pilot test bedredras a comparison baseline. The
Spirent SmartBits traffic generator was used to genéPateand IPv6 unicast traffic at various
frame sizes and data rates (test data rates: 2, 3, aed&blt per second (Mbps) with frame
sizes of 512, 1024, 1280, and 1400 Bytes for each data ratejeprbeented dual-stack traffic
was composed of 95% IPv4 traffic and 5% IPv6 traffic, wiscine projected ratio of IPv4 to
IPv6 traffic during initial deployment of IPv6 over the GB&works.
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Frame Loss

The frame loss data demonstrates minimal loss for UPwhst traffic, native IPv6 unicast
traffic, and dual-stack traffic. The frame loss fittlaree traffic types was below .0005%, which
is well within the acceptable limit of data loss acrassitellite system. CPU processing on the
network devices within the GBS IPv6 pilot architecture wanimal, indicating that operating in
either native IPv6 or dual-stack mode will not afféwt performance of GBS operational
networks.

Latency

The lowest average latency was observed over the G&Sqst bed for IPv6 unicast traffic,
while the highest average latency was observed for WiRieast traffic. For dual-stack traffic,

the IPv6 packets arrive significantly in advance oflthel packets. This illustrates the
efficiency of the routers and network devices withinghet network to process and forward
IPv6 traffic. This is attributed to the streamlined desifjthe IPv6 header as compared to IPv4.

Conclusions

The performance of native IPv6 traffic and dual-stackitraffer the GBS IPv6 pilot
architecture has proven to be more efficient than theeulPv4 architecture. Based on this
initial data, deploying IPv6 and dual stack within the GB®iggcture will not affect the
performance of the network. In fact, deploying IPv6 wittiie GBS network will enhance the
delivery of video and files by reducing latency across #teork. Additional IPv4, IPv6, and
dual-stack multicast testing will be completed over@&S pilot simulated operational test bed
to demonstrate the benefits of deploying IPv6 multicasting.
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D.12 Multi-Level Security, Geographically Targeted Informaton Dissemination Using
Internet Protocol Version 6 (IPv6)

Testing Organization and Publication Date

Sl International and RGII
2006

Summary

This report specifically describes a security architedtiaeemploys IPSec enhancements, flow
labels and QoS, along with Global Position System3)3#totected by level 1 encryption, to
provide targeted information dissemination over the emgrBoD IPv6 network infrastructure.
Test and Evaluation Method

Engineering Analysis

Joint Staff Operational Criteria Tested

1(1.1,1.1.1)

Configuration

The IPv6 protocol contains many enhancements of IPv&#mastrengthen security of hosts and
networks. Such features include:

e AH
« ESP
* Flow Labels.

Results
IPSec

The security architecture for IP comprises the use qf &P, and Internet Key Exchange
(IKE). The IPv6 base protocol specification requireg #il implementations of IPv6 must
include extension headers to support IPSec AH and ESP. Thisement, along with security
transmission of keys using IKE Version 2, provides anterehd secure channel for
communication.

Both AH and ESP can be activated in either tunnel modi@osport mode. Tunnel mode

provides security mechanisms for the IP protocol layean3port mode provides security
mechanisms for the protocol layers above the IP protagef.
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Cross Domain Solution&CDS)

Current CDS architectures do not address many existing and fDtummunities of Interest
(COI) requirements. Additionally there is no easy wadentify risk, prioritize mitigation
activations, and too much dependence on high assuranasesepstems deployed throughout
the network.

A solution for CDS is to have a centralized enclavenotaves. An IPv6 IPSec based Virtual
Private Network (VPN) architecture may allow end-to-eadgport mode IPSec between hosts
inside and outside the enclave. The security associatitws scenario is between two hosts and
the traffic within the enclave(s) is cipher text. &sesult, some provisions must be made to
audit the traffic using such end-to-end encryption schemes

In the new IPv6 IPSec based VPN architecture, the salmianagement model would include a
centralized administrative domain with an enclave gadied protection center allowing for
more efficient Certification and Accreditation proceshur

Policy Servers

Central client Policy Servers (PS) can be utilizethiwithe IPv6 CDS network architecture to
authenticate network users as part of the log-on proddss centrally stored client policies can
then be downloaded to the end system, such as PKI caasic

Deployment Architecture

The multi-level security, geographically-targeted informatilissemination architecture relies
on an end-to-end security model employing a distributedu&iatication mechanism and IPv6
transport to achieve mobile, secure and authenticated Cbh&use of IPv6 flow labels adds
additional granularity to the distribution of multicastormation flows. These technologies can
facilitate the timely dissemination of targeted taaitend situation information to a highly
mobile warfighter while meeting information security amtess authentication requirements.

Conclusions

This multi-level security, geographically-targeted informatdisseminations architecture is
based on existing international standards based techesloghis architecture satisfies current
DoD requirements concerning information security, acceggeatication, CDS and mobility.
Further, it facilitates the efficient and timely dibttion of information from Combined
Intelligence Center, theater and battle unit source®jwssingle certificate authority to achieve
ubiquitous security.
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D.13 Interoperable Networks for Secure Communications T&s3 (Mobility) Final Report
Testing Organization and Publication Date

INSC
14 July 2006

Summary

The INSC project is an international collaborativeeaach and development activity between
Canada, France, Germany, Italy, Norway, NetherlahésUnited Kingdom, and the United
States. The project’s goals are to specify, implemest, and demonstrate common technical
architecture for interoperable secure networks with molahtgnsions, using commercial
technologies, products and solutions wherever possibles r@&port gives a brief overview of the
various mobility technologies.

Test and Evaluation Method

Demonstration

Joint Staff Operational Criteria Tested

1(1.3,1.3.1)

7(7.1,7.1.2)

8(8.1,8.1.1)

10(10.1, 10.1.1, 10.1.2, 10.2, 10.2.1)

Configuration

The test bed configuration varied for each test and cpuMbost participating organizations
continued to use 802.11-based Wireless Local Area NetwollhN)/technology as a proof-of-
concept wireless ad hoc link in simulated, emulated Jimadest configurations. Those tests
included MANET, MIPv6, and NEMO features. Table D-12 listsst of the equipment used in
the INSC testing framework.

Table D-12 Equipment Configuration

Equipment (#) Platform I0S/Software
Cisco 3640 Experimental version 12.4
Routers Cisco 7513 Experimental version 12.3
Cisco 2600 Not listed
Switch Cisco 6506 6.1(1a)
Linux Mandrake 10.1
Computer Systems
Linux Kernel 2.6.11-1
Wireless Access Point Orinoco AP-100 Not listed
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Results
MANET

The MANET unicast protocols examined in some detail by TRide Ad Hoc On-Demand
Distance Vector routing (AODV), Optimized Link Stateut®ag (OLSR) and some functional
variants, and MANET extensions to OSPF (MANET-OSPR)addition to performance testing
with automated tools, various real applications were fanatly tested over these MANET
protocols. VoIP, video streaming, web browsing, and chdicapipns have been run over these
networks successfully.

A direct comparison of the Boeing MANET-OSPF code afdNéAval Research Lab OLSR was
conducted on the US-developed Mobile Network Emulator dpgrater

2 Mbps 802.11b WLAN, with the purpose of evaluating the ikegierformance of each
protocol. The scenario chosen was a 10-node netwoinkawandom motion model (identical
for each protocol) and a traffic scenario of Many-to-Qmiéh each node sending Multi
Generator data to a gateway node.

The aggregate performance of MANET-OSPF and OLSR wanesimilar in this small

network scenario. The rate plots (shown in origdeadument) have only slight differences and
the latency of both protocols is dominated by retransandsuiffers in the WLAN cards. It is
expected, and has been shown in simulation, that tifierp@mnce difference of these protocols is
more visible when the networks are scaled up to a largebe&uof nodes.

MIPv6

During INSC Phase I, Italy developed an alternative swiub the MIPv6 bootstrapping
problem that, compared to those being devised by the IESRhbadvantage of enabling better
control of mobility service and removing the need forleEutensible Authentication Protocol
(EAP) between the MN and Home Agent (HA) for MIPv6hautzation.

The central element of the architecture is the AAAvasieon the home domain, which interacts
with both the MN and the selected HA to perform seraig#horization and configuration. The
solution is applicable to any access network relying on EARser authentication and works
with all EAP methods supporting the exchange of general-paripdormation elements, in any
form. Exploiting this capability, the MN and home AA&rver can piggyback MIPv6
negotiation messages within the same EAP conversateghtasarry out user authentication.

The proposed architecture allows the home domain totanaia centralized management (on
the AAA server) of the user profiles and the AAA proceduor any type of service, including
Mobile IPv6. Moreover, the solution has the followadyantages:

* Improves the reliability and performance of the Mobie8 protocol, in that the HA to be
dynamically assigned to the MN can be freely ch@seang those that are closest to the
user’s point of attachment, thus optimizing network usageeuauting the transfer delay for
data traffic in bi-directional tunneling
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» Can be deployed or extended with new features, withoandpéo update the access
equipment and the AAA protocols in use. Only minor chamgéhe AAA servers, the HAs
and the mobile terminals are required; the AAA clieredoot play any active role in MIPv6
negotiation (i.e., it is a pass-through for EAP sigr@li This reduces the deployment costs
and makes the solution easy to use even when a MMdnsimg with an administrative
domain different from its own

» Allows the usage of any AAA protocol supporting the transpbEAP messages for the
communication between the AAA client and server. TigisiBcantly simplifies the
deployment of MIPV6 in existing communication networkbeve support for Diameter
protocol in access equipment is not so extensive

* Allows the home domain to dynamically choose the auitetion method for IKE
bootstrapping and to automatically distribute the pre-sharg@ventually needed. In this
way, the pre-shared key need not be preconfigured and deegbently changed, increasing
resistance to attacks. Inthe case of an EAP metfmadding dynamic generation of keying
material, the pre-shared key can be derived from EAPrhlgraavoiding the need to
explicitly send it to the MN.

NEMO

Preliminary tests revealed a major issue with thedCr&90 platform: enabling the HA
functionality jeopardized the forwarding capability of theiter. Packets, including those not
related to NEMO, were forwarded through the correctfate, but used an incorrect next hop
Media Access Control (MAC) address. As a workaroumd,gdlatform was relegated to the role
of a Mobile Router (MR).

MR handovers were emulated by implementing each acabestsas a separate Virtual LAN
(VLAN) on a programmable switch and changing the VLANbag&ged with the MR egress
interface port.

The goal of this functional test was to analyze theeobness and stability of the NEMO
protocol when a single mobile network dynamically chaniggsoint of attachment to the WAN.
For this test, the MR1 continuously roamed among itsehoetwork and both foreign networks,
while the Correspondent Node (CN) continuously sent |@/#tho request packets to the
MR21’s home address.

By monitoring echo request and echo reply exchanges dmothe network, it was verified that
the NEMO Implementations (NEPL) correctly provided thpested mobility support.
Additionally, the sniffing station was able to display tespective NEMO control information,
such as Binding Updates and Binding Acknowledgements exchantyeeebeMR1 and HA.

Two issues were found during NEMO testing: missing oveftatgs in HA’s proxy neighbor
advertisement and an empty home agent list in DynammdHdAgent Address Discovery.

Table D-13 presents the handoff latency measurementg MfONtesting.
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Table D-13 Handoff Latency Measurements

S . Average Handoff Standard Deviation Median Handoff
cenario Latency (sec) (sec) Latency (sec)
Cisco-Cisco 8.543 0.005 8.542
Nested Cisco-Cisco 10.544 0.005 10.545
Linux-Linux 2.392 0.166 2.380
Nested Linux-Linux 2.606 0.292 2.584
Linux MR - Cisco HA with DHAAD 4.261 0.183 4.272
Nested Linux MR - Cisco HA with DHAAD 4.524 0.355 443

Linux MR — Cisco HA without DHAAD 4.218 0.204 4.142
Nested Linux MR - Cisco HA without

DHAAD 4.353 0.335 4.270
Conclusions

MANET technology is useful for supporting military netkaegions requiring self-
organization, mesh operation, and possible high mobWMile different MANET protocols
have different performance behaviors, and while a saseto or three may cover most
military scenarios, there is no “one size fits aé'sign at present. The appropriateness of
different solutions has been shown to be relatedeantiended operational scenarios,
applications, and platform requirements (e.g., proasveeactive, vehicular vs. manpack,
convoy vs. cluster at deployed Headquarters, localorslacal communications).

MIPv6 implementations have become more mature and widedy available, but the inclusion
of IPSec integration into the protocols is still evotyi Standard specifications for Hierarchical
Mobile IP (MIP) have advanced more slowly than aptited at the beginning of INSC Phase I
and have been studied less during this time period.

NEMO provides newer technology enhancement for aggregdbe mability. As a newer
technology extension of MIPv6 concepts, NEMO may prowidee relevant military support for
larger platform and network mobility across and within Wafdhitectures. Task 3 investigated
this technology’s basic modes and some extended operatiodals (e.g., NEMO nesting).

Basic NEMO is presently functional, but implementatiares still not stable (more testing is
recommended). Software bugs and missing protocol featavesbdeen discovered by Task 3
researchers. The NEMO nesting function (multipleMEtunnels) has been shown to work, but
there is little experience with the performance imgdcurrent solutions. There are also
important architectural issues resulting from additi@mlapsulation with each nesting level.
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D.14 INSC Test and Demonstration Architecture for INSC Rase I
Testing Organization and Publication Date

INSC
13 December 2005

Summary

This report describes the test and demonstration arthigethat will be employed during phase
Il of the INSC project. The proposed architecture lenleveloped to allow and facilitate test
and demonstration of specific research topics specifidtdnithe four INSC Il technical tasks:
security, mobility, network and traffic management, and W&kid IPv4/IPv6 internetworking.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

1(1.1, 1.1.1)
2(2.1,2.1.1,2.1.2,2.2,2.2.1,2.2.2,2.3, 2.3.1, 2.3.2)
4(4.1,4.1.1)

8(8.1,8.1.1, 8.2, 8.2.1)

10(10.1, 10.1.1, 10.1.2, 10.2, 10.2.1)

Configuration

Participants in this demonstration included Canada, Fr&eenany, Italy, the Netherlands,
Norway, the United Kingdom, the United States, and thelN&itantic Treaty Organization
Consultation, Command, and Control Agency. Each paating organization (PO) has its own
unique architecture; however, all POs consisted of IPv8/gateways, National or Coalition
LANs, WANSs, and IPSec for encryption.

Results/Analysis
Security

The focus of security within INSC Il is to optimizeetBecurity elements within tactical
networks. This optimization is done in the followingedtions and for the related reasons:

* Automatic discovery of active network security deviceqiraposed new protocol (IPSec
Discovery Protocol) allows a timely discovery ofultactive IPSec devices within a
coalition network; their ongoing supervision whether thes#cds are still active over
the time; and the reporting of valid routing prefixes hdhhe IPSec devices towards the
other connected red routing domains

UNCLASSIFIED 74



» Secure multicast communications between connected rédgalomains: the IPSec
protocol specification is enhanced to support a completecasttcommunication
between several end users

* A dynamic group key generation and distribution systeimsislled (both for the
Multicast Discovery Protocol and for the multicaBBkc protocol) to support changing
group composition (both for the operation based enterniddemving of various groups
and the active exclusion of multicast group membersdbasesecurity considerations)

» Concept of a tactical PKI: tactical PKI is basedlmconcept that a couple of
certification authorities (one per participating natiarg installed on the battlefield, all
configured as a sub-ordinate Certificate Authority (CAjh® respective national
(strategic) CA. The trust-relationship is achieved byharging and accepting the
related root certificates between all participating matiprior to the operation of the
coalition network

» Application based secure user communication: a protatfypeSecure Communications
Interoperability Protocol terminal is provided, allowingexure communication between
users located in red network domains (single end userseos within command and
control entities) and users outside a tactical netw&ik. this purpose an upper layer
protocol stack (initially for packetized voice communica}ignprovided (based on SIP).
This allows alternatively an encrypted or unencryptedmsamcation over IP and
provides a security gateway between unencrypted black netandk$?Sec protected
red networks.

Mobility

For test and demonstration in INSC II, a variety ANET routing protocols will be installed
and tested on emulated or actual wireless routing nodem\the architecture. I[P MANET
routing protocol variants based on open specification wogoing within the IETF (e.g.,

OLSR, AODV, MANET-OSPF) over an 802.11 or other identifiadio(s) interfaces are
planned. The MANET gateway routers will at least hawe wireless interface for ad hoc
routing and one wired interface (e.g., Ethernet) foemal INSC connections. The planned use
of 802.11 WLAN technologies to support MANET and MIPv6 operatmnmany of the
participants is targeted as a “proof-of-concept” capaliityest and demonstrate IPv6 and IPv4
MANET-enhanced mobile routing and user roaming capabilifiése networking solutions
investigated are adaptable to multiple radio technologidsame POs involved in INSC Il have
plans to investigate additional wireless technologieBiwthe architecture.

Network and Traffic Management
It is anticipated that future national and coalition epiens will be conducted using

communications services provided by multiple WANs which imayprovided by any
combination of coalition private networks, national prévaetworks, tunnels through secure
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national networks and commercial networks. All coaliticific crossing these networks will be
secured by the use of IPSec gateways at the Coalitibh(CAAN)/WAN boundaries.

The INSC Il demonstrations will show how audio/videosalhd video streaming sessions can
be set up with guaranteed QoS and dynamic admission cofitielproposed framework for
QoS Control uses IETF concepts for policy-based manageamd bandwidth brokerage. QoS
is provided in the WAN and CLANS, with at least thra&$erv traffic classes.

WAN and IPv4/IPv6 Networking

The INSC Il Architecture contains two IPv6 WAN networkeveral nations will provide links
between these two WAN networks allowing investigation v traffic is routed between
them. Additionally, investigation into how fragmetida or loss of connectivity between
elements within the autonomous system affects howtefédy traffic can flow end to end will
be carried out.

Testing of this functionality will include the monitorimg multiple flows of traffic between the
two WAN networks, looking at the path over which the tcaftbws. Changes to the internal
connectivity of one of the WAN networks will thenail testing of how BGP handles network
fragmentation.

The INSC Il Test and Demonstration Architecture caas$ both IPv6 (WAN 1 and 2) and
IPv4 (vAWAN) only networks, as well as dual-stacked netw@@sANS). The architecture
employs (within the CLANS) both dual-stacked and singhekstd applications. It also includes
an IPV4 to IPv6 gateway function. Using this architectiiris,hoped that all, or nearly all, of
the transition scenarios identified above will be destiated. To investigate fully the
implications of IPv4—IPv6 transition, the techniques thifltbe tested and demonstrated in
INSC Il will be employed not only individually but in s@ scenarios, “in tandem” (e.g.,
Translation-to-Tunneling-to-dual stack).

Conclusions
The INSC Il focus on testing/analyzing security, mohilitgtwork and traffic management, and

WAN and IPv4/IPv6 internetworking in a coalition environmeniit be a commendable effort
for testing and evaluating key components of the IPv6itiams
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D.15 GIG-EF Event 06-3 IPv4 and IPv6 Security Hop-by-Hop ControPlane Tests
Testing Organization and Publication Date

Space and Naval Warfare Systems (SPAWAR) Center &goD
30 September 2006

Summary

This report details the control plane tests executeati@RoQ1 Linux router based architecture
at the GIG-Evaluation Facilities. The tests exawhitiee configuration overhead associated with
the implementation of hop-by-hop control plane secumitgn IPv4 and IPv6 environment and
the security implications of default configurations.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.1, 1.1.1)
8(8.1,8.1.1)

Configuration

Test configuration included two Dell Dimension desktompaters configured with a Gnu’s Not
Unix/Linux OS with Fedora Core 5 kernel release 2.6.17-1.2244dingle link Linux router
network setup with two routers using the Linux defauthantication and encryption algorithms
— Triple Data Encryption Standard (3DES) and Secure Higdrithm Version 1 (SHAL) were
used. Wireshark (formally Ethereal) was utilized to maniessage passing on the connected
link.

Results

Wireshark showed that, in contrast to Routing InformaBostocol (RIP) and BGP routing
protocols, the OSPF protocol does not use TCP or UDPatherrlP datagrams directly. Hence,
any non-unicast OSPF elements were not encrypted in iEdéfault transport mode. The
multicast OSPF Hello packets were the result of dlséime Link State Database updates that
were sent to both OSPF routers’ addresses.

Another instance of an unencrypted message exchange locahénk occurs with the Address
Resolution Protocol (ARP). The underlying fact that AR8ides below the IP layer allows all
ARRP traffic to remain unencrypted even with IPv4/IPg6gity enabled on the link. ARP
requests were periodically directed upon the expiratidgheoARP cache lifetime. Process resets
also initiate the ARP request-reply exchanges.
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Conclusions

The implementation of transport mode hop-by-hop comptianie security only secures unicast
messages on the link. Multicast messages, which aréegymal component of the IPv6
standard, remain unencrypted. The multicast exchangebersgcured via the invocation of
carefully configured access lists. The inherent complex{isome of the IPv6 mechanisms was
made evident by the traces, where a significant amougdrafol plane traffic was transmitted
unencrypted during initialization sequences as well asdieally. Further analysis of the
threats associated with such an environment may be aegégsvaluate the actual risk versus
the potential reward of absolutely securing the conteniqal
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D.16 Internet Protocol Version 6 Joint Staff Operational Critaia 2 and 3, Phase | Test
Report

Testing Organization and Publication Date

JITC
May 2006

Summary

The 2006 IPv6 Joint Staff Operational Criteria 2 and 3, @hagst aimed to demonstrate end-
to-end multi-protocol interoperability across a testvaek intended to simulate the GIG and to
test IPv6 performance on individual network devices. Th€ Fort Huachuca, JITC Indian
Head, SPAWAR San Diego, SPAWAR Charleston, and AicE@ommunications Agency all
participated in the exercise, which was conducted 6 througdo2@mber 2006.

Test and Evaluation Method
Exercise
Joint Staff Operational Criteria Tested

2(2.1,2.1.1,2.1.2,2.2,2.2.1,2.2.2,2.3,2.3.1, 2.3.2)
3(3.1,3.1.1, 3.2, 3.2.1, 3.3, 3.3.1)
8(8.1,8.1.1, 8.1.2)

Configuration
Interoperability

Tests were established to route multi-protocol trdfen multiple testing partners through the
JITC Fort Huachuca GIG test node via the JITC Indiaad{ GIG optical core. Results were
collected at testing endpoints strategically placed tesmeand-to-end multi-protocol traffic
passing through the GIG and optical core.

Automated performance testing tools were used to genenatarcent, multi-protocol traffic
(data, voice, and video) and report results for IPv4 an@. IPxia Chariot (IxChariot) was used
for end-to-end interoperability and performance testfagripts were subsequently combined
into a single “Triple Play” test, consisting of datajce, and video endpoint pairs. Identical
“Triple Play” tests were developed for IPv4 and IPv6 toadiestrate multi-protocol
interoperability.

Testing partners hosted one or more endpoints on vasiatisrms with Ixia Chariot Endpoint
Version 6.30 installed. Although traffic traversed theHDR traffic flow was controlled via
Generic Routing Encapsulation (GRE) tunnels, which bysheermal DREN routing and
allowed traffic control through the test network. flicapassed between Fort Huachuca and

UNCLASSIFIED 79



Indian Head via ATM Permanent Virtual Circuits, whicloyided the least obtrusive transport
through the optical core and enhanced path realism.

Performance

Performance tests were executed in a closed networloamant using automated test tools on
GIG network devices, which in this case were GIG Core alkEevices. Performance tests
were run using the Spirent SmartFlow software on MB-8$00B SmartBits chassis to evaluate
the compliance of a system or component with the pedace requirements. The SmartFlow
automated tool set tests the performance of an individwate under test (DUT) in a closed,
controlled environment from a bit-loading standpoint. l@dahtests were executed, first using
IPv4, then IPv6. The router was configured with theahftame size set to 64 and 76 bytes
respectively for IPv4 and IPv6, then progressed througfotleeving frame sizes (in bytes):
128, 256, 512, 1024, 1280, and 1518.

Results
Interoperability

Results for protocol-based interoperability tests alieispp two categories dependent upon
script function: transaction-based and streaming-baBeghsaction based scripts resulted in
100% successful transport and delivery for all protocols rafficttypes tested. The following
scripts were transaction based:

« DNS

* FTP (Get/Put)

 HTTP (Text/Graphics Interchange Format)
» HTTP Secure (HTTPS)

- POP3
« SMTP
« SNMP

Streaming-based scripts successfully completed when rucammayrrently with transaction-
based scripts with no significant loss. Aggregate stireanesults for all sites tested resulted in
0.84% packet loss for IPv6 when compared to IPv4. The ingdgacket loss was insignificant
to overall function. The following scripts were streag-based:

« G.711u (VoIP)
e |PTV - Video
e |PTV - Audio

Performance

All routers tested were configured for IPv4 and subsequdly processing with the frame
sizes set to 64 and 76 bytes for small packets through 1518ftaytesge packets respectively.
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Cisco 3745 Router - 10S 12.4(8a)

The device generated higher throughput on larger packets fotfhetland IPv6. The IPv6
latency was equivalent to IPv4 and throughput was equal better than IPvA4.

Cisco 3845 Router - 10S 12.4(1b)

Throughput was lower and latency higher on larger packes,sizdicating an anomaly. No
other symptoms were observed in the collected data andtier performed on par with IPv4
using different 10S versions.

Cisco 3845 Router - 10S 12.3(14)T2

The device generated higher throughput on larger packets fotfhatland IPv6. Latency
increased for both IPv4 and IPv6 as the packet size incredse IPv6 latency was generally
higher than IPv4. However, IPv6 throughput was equal togtberthan IPv4.

Juniper M5 Router — OS 7.3R2.10

The traffic passed 100 Megabits (Mb) throughput for all IP\atI&v6 packets. The IPv6
latency was equivalent to IPv4 and throughput was equal better than IPv4. Table 10 shows
test results.

Juniper M40e Router - JUNOS 7.4R2.6

The traffic passed 100 Mb throughput for all IPv4 and IPv6 gackehe IPv6 latency was
equivalent to IPv4 and throughput was equal to, or better Ehan

Conclusions

The interoperability test resulted in 99.48% successfspart, delivery, and interoperability

for all transaction based protocols and traffic typsgetein a mixed IPv4 and IPv6 environment.
The test on streaming packets resulted in 99.16% of all piletacd traffic packets passing in
the same mixed environment. The performance tests sh&wédPv6 parity on the devices
tested.
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D.17 Special Interoperability Test Certification of the Junper M and T Series Routers
for IPv6 Capability

Testing Organization and Publication Date

JITC
February 2007

Summary

This report displays the results of the Special Intenaphty Test Certification of the Juniper M
and T Series Routers configured to support dual-stack IR fiRtocols and the Adaptive
Services Physical Interface Cards (PIC) necessary to $upi@®mc. Testing occurred from 11
September to 31 October 2006 at the AIPTL, JITC. Uporessgtal testing, the DUTs were
placed on the DoD APL.

Test and Evaluation Method
Field Test
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.2, 1.2.1, 1.4, 1.4.1)
2(2.1,21.1,22,22.1,2.3, 2.3.1)
8(8.1, 8.1.1)

Configuration

The DUTs were part of a simulated DISN core test actute managed by the AIPTL at JITC.
The core consisted of one Juniper T640, two Juniper T328rsptwo Juniper M40e routers,
two Cisco 3845 routers, and four Gateway workstations. et was loaded with Windows
XP, Silver Creek Pro SNMP Test Suite, Simple TesterSNMP Test Suite, Ixia IxChariot
Performance Tester, and an IP Packet capturing tooésWark. The second client was loaded
with Windows 2003 and Wireshark. The third workstation wasléd with Windows XP and
was used to manage the Spirent SmartBits and ThreasEgduipment. The fourth workstation
was loaded with Windows XP and managed the Ixia Ix400T Tr&@nerator/Analyzer (TGA).

Results

Core IPv6 Functionality

The hosts were able to send, receive, and process ICp#kets and the routers processed the
multicast requests by sending Echo Replies. A datagrd®ld Kbps was transmitted from the
TGA to the router. The router returned the corr@etcket Too Big” message and then refused

to fragment the packet, subsequently dropping the packetlyz&danetwork traffic also
revealed a solicitation for a router subnet prefix,dlfent receiving the prefix, and sending a
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neighbor discovery. DAD was performed and no other dendde network possessed the
address, and the client assigned the address to itswetamrk interface. Application Traffic
was sent through the network, which included TCP packetssting of HTTP, FTP, and SMTP
to the Juniper routers. The second test sent UDP paukeissting of Real-time Streaming
Protocol (RTSP). The Juniper routers were able to estalhaintain, and terminate TCP and
UDP connections across the network.

Routing and Switching Protocols

Multi-protocol BGP Extensions for IPv6, external BGRlanternal BGP were configured on the
M40e routers as per the current GIG architecture. Thesto@am Cisco Customer Edge
device/transition router was configured with Multi-protoB&@P Extensions for IPv6, and
configured as an External BGP Peer device. It was detedthe DUTs were able to process
the advertised routes and choose the correct pathdan¢coming packets.

Transition Mechanisms

All devices were configured with IPv6 and IPv4 TCP/IP stacKse Spirent SmartBits was used
to generate HTTP, FTP, SMTP, and RTSP traffic acluss¢twork. The DUTs were able to
process all of the traffic types for both IPv6 and IF@P/IP stacks. Testers then manually
configured IPv6 over IPv4 tunnels on two Juniper routers aeddisco router. The Spirent
SmartBits was used to simultaneously transmit IPv6 data ga@h&t P, FTP, SMTP, and
RTSP) across an IPv4 tunnel. The Juniper routers eegrable of processing the data packets
through the IPv4 tunnels.

1A

For testing IPSec, IKE, and Internet Security Assamiaand Key Management Protocol
(ISAKMP), the Juniper routers were additionally configurethvdaptive Service PICs. The
Spirent SmartBits generated IKE and ISAKMP trafficossra tunnel set up between the two
M40e routers. The Juniper routers successfully sentesa@ific through the core network
using the tunnel.

QoS

The proposed DoD use of DiffServ Code Points withinGh@ dictated the setup parameters for
this test. The DiffServ Code Point values were sdahe two Cisco boundary routers of the
simulated DISN test network. Bidirectional traffi@s routed through the simulated DISN test
network and out each of the boundary routers to thejrective destinations. All DiffServ Code
Points were correctly processed by each of the respeaCisco boundary routers. Juniper to
Juniper DiffServ was tested successfully and Juniperfavasl to be compliant with RFC 2474.
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Network Operations and Management

SNMP software testing tools (Simple Tester Pro v.1GaAdBSilver Creek Pro v.10.4.7) were
used to test RFCs 3411, 3412, 3413, and 4022. Both the Silver Cresk® Vulnerability
and Simple Tester Pro Performance Test Suites werdruaddition to the RFC testing. The
Juniper routers passed all required tests along with hher §ireek vulnerability tests and the
Simple Tester Pro performance tests.

Conclusions

The Juniper M and T Series Routers meet the IPv6-capadpdrements and are certified for
listing on the DoD APL as IPv6 capable. The DUTs sigfalg completed the related IPv6
performance and interoperability portions of the DoD6IBBA P Version 2.
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D.18 Defense Research and Engineering Network Juniper&2000 Firewall Test Report
Testing Organization and Publication Date

HPCMP
21 February 2007

Summary

The DREN IPv6 pilot conducted a test of the IPv6 capaslivf the Juniper Networks
Corporation NetScreen ISG-2000 firewall. From Maioctober 2006, 10 locations connected
to the DREN tested an unreleased (beta) version @¢reenOS router OS on a production
network.

Test and Evaluation Method
Pilot
Joint Staff Operational Criteria Tested

1(1.4,1.4.2, 1.5, 1.5.1)
8(8.1,8.1.1, 8.1.3)

Configuration

Testing consisted of 10 locations connected to the DREMNbipg in a dual-stack network
infrastructure. The ISG-2000 firewalls were run both in-ane inserted in parallel with
existing firewalls at the perimeter of the sites’ istracture. IPv6 traffic was then routed
through the ISG-2000 firewall while IPv4 traffic continuedoe routed through the existing
firewall. The ISG-2000 firewall was also intermittgndiperated in normal production mode on
production networks during the test period.

Results//Lessons Learned

The 1SG-2000 firewalls and beta ScreenOS software unsteprivide good but not perfect IPv6
screening capabilities.

Testing showed that IPv6 worked well on both the hostasndethe router side interfaces. The
firewall was able to receive and deploy address spacethempstream router as well as hand
out addresses to the hosts downstream.

Performance was on par with IPv4. Testing demonstthtgdhe firewall was able to
adequately handle simultaneous stateful inspection ofdRd4Pv6 data streams with little or
no CPU impact. Performance measurements of therSaterface were taken under load. No
buffer overruns or any other significant interface exmere recorded. As with their IPv4 code,
automatic negotiations on their interfaces do not leanell with non-Juniper products.
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Conclusions

Juniper 1SG-2000 firewalls are suitable for use in IPv6IRnd/IPv6 (dual-stack)
configurations. Testing to verify suitability for speci@avironments is still recommended (as is
the case for IPv4 configurations).
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D.19 Internet Protocol Version 6 Low Bandwidth Test Report
Testing Organization and Publication Date

JITC
June 2007

Summary
The JITC, Fort Huachuca, Arizona, conducted interopetglaitid performance testing from
27 November through 29 January 2007. The test event comparederoperability and

performance characteristics of IPv6 compared to IPWinva low-bandwidth Time Division
Multiplexer (TDM) network environment.

Test and Evaluation Method

Demonstration

Joint Staff Operational Criteria Tested

2(2.1,2.1.1,21.2,2.1.3,2.1.4,2.3,2.3.1,2.3.2, 2.3.3})2.3
3(3.1,3.1.1,32,3.21,3.3,3.3.1)

5(5.1, 5.1.1, 5.1.2)

Configuration

Tests were executed in a closed network environment usiograted test tools on TDM
network devices (Promina 100 and Cisco 3700 series routevs)nteroperability testing, the
Ixia Chariot generated concurrent, multi-protocol tcafflata, voice, and video) and report
results for IPv4 and IPv6.

Performance tests were run using the Spirent Smartsddware on the SMB-600C SmartBits
chassis to evaluate the compliance of a systemmpanent with Joint Staff IPv6 operational
criteria 3 performance requirements. The SmartFlotwraated tool set tested the performance
of the DUTs (Promina 100 and Cisco 3700) in a closed, dmatrenvironment from a packet-
loading standpoint.

Results//Lessons Learned

Interoperability

Protocol-based interoperability test results were gglit two categories dependent upon script
function: transaction-based and streaming-based. dllb&ing scripts were transaction based:

* FTP (Get/Put)
e HTTP (Text/Graphics Interchange Format)
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« HTTPS

« POP3

« SMTP

« SNMP

» Lightweight Directory Access Protocol (LDAP)
« SIP

Transaction based scripts resulted in 100% successfyptrarasd delivery for all protocols and
traffic types tested. Because of the immaturity efchrrent IPv6 technology, the protocols
listed below could not be successfully tested in a gewé Environment.

e Resource Reservation Protocol
e RTP

Streaming-based scripts successfully completed when rucomayirrently with transaction-
based scripts with no significant loss. Aggregate stireanesults for all tests resulted in a less
than 3% difference between IPv4 and IPv6 with respegactiet loss.

e DNS

« G.711u (VoIP)
e |PTV -Video
e |PTV - Audio

Performance

Seven bandwidths were tested, as four performed withegrieéency when using IPv6. The
average latency for these four bandwidths was 1.36% lasyey IPv6 than when using IPv4.
Three of the seven bandwidths tested performed witHdesmscy when using IPv6. These three
bandwidths averaged .19% less latency when using IPv6 themweing IPv4. The operational
impact of these small differences in latency is seemconsequential. Table D-14 lists detailed
performance results.

Table D-14 Low Bandwidth Performance Results

Bandwidth | Average Latency | Average Latency Percent IPv6 Interrelated Latency
Kb/sec IPv4 in s IPV6 in us compared to IPv4 Percent
8 129017575 13006776.8 99.19% 81% More latency
16 15135184.8 15506218.6 97.61% 2.39% More Latency
32 2615812.15 261444451 100.05% 105% Less Latency
64 8549650.51 8511554.67 100.45% “45% Less Latency
128 766341.364 765736.597 100.08% 108% Less Latency
256 3126812.15 3131081.47 99.86% "14% More Latency
512 1243633.19 1270136.92 97.91% 2.19% More Latency
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Conclusions

Interoperability

Transaction based scripts resulted in 100% successfybtrarasd delivery for all protocols and
traffic types tested. IPv6 transmitted streaming baseptsat least 97% as well as IPv4 when
transmitting concurrently with transaction-based ssrgsttablishing interoperability for the
protocols tested.

Performance

Latency tests executed on the network under test edsumltequivalent performance when

comparing IPv4 to IPv6. Less than 4% variance in the packesmission rates was recorded
between the protocols. The test showed IPv4 and IPv@dhaquivalent performance.
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D.20 IPv6 Autoconfiguration White Paper
Testing Organization and Publication Date

SPAWAR Systems Center
5 February 2007

Summary

The Navy is leading a joint effort among the Servicedaeelop the Joint Tactical Edge
Networks (JTEN) concept for providing connectivity to highlgbile and disadvantaged users
at the tactical edge network where fixed infrastructuag not be supported. This paper
compares the current mechanisms available for IPv6 anfigacation and recommends an
efficient address autoconfiguration mechanism that shoake it easier for DoD/tactical
network deployment and transition to IPv6.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested
10(10.2, 10.2.1)

Configuration

The JTEN includes a hierarchy of MANET that enable comipating nodes to self-organize
their own network automatically and rapidly. The lgafahe JTEN concept is to help
warfighters shorten the kill chain in a battlespac@aue.

One technique to shorten the Kill chain is the plug-dagl-papability for nodes to obtain and
configure valid IPv6 addresses automatically and quickly.efficient address
autoconfiguration mechanism is needed to cope with the hilyhlgmic nature of MANET.
The autoconfiguration mechanism should allow nodes tmsg#nize quickly and efficiently in
order to reduce the time needed to deploy tactical netvamitk$o remove the burden and
inflexibility of manual configuration where the exactwerk condition is unpredictable.

Two IPv6 address autoconfiguration mechanisms can be irapteohto support the JTEN
operation concept. The stateless approach, based Beittgor Discovery (ND) protocol,
enables hosts to automatically configure their own i&idresses without a server. The stateful
approach, based on DHCPV6, requires a DHCP serverva@roosts (clients) IPv6 addresses
and other information such as DNS. However, both appesacave more difficulties in a
MANET environment than in wired networks. This is duensiability of links, multi-hop
topology that is highly dynamic because of frequent paniitg, merging of network nodes, and
the absence of central administration. The statBdICP approach is too centralized and
impractical, as it requires a server, which may naelehable if MANET partitions. The
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stateless approach uses the combination of network jaredixhe host’s 64-bit “interface
identifier” to configure an IPv6 address that is unique wighaontrolled local MANET. Thus,
these addresses are valid and routable within a MANET, batyare not unique and routable
globally.

Results

In supporting a JTEN requirement to enable MANET at tbece edge network connecting
with the GIG, the gateways approach is an extensistaofiard stateless autoconfiguration in
order to provide the following autoconfiguration capabilitiesMIANET:

» Guarantees the uniqueness of IPv6 address assignmentsautdlde globally
* The ability to cope with the network dynamics preseMANET

» Scalable (e.g., thousands of nodes with multiple intesa

* Independent of routing protocols.

The gateways approach can be implemented in extend stetfgard stateless autoconfiguration
in order to provide ad-hoc nodes globally routable addreggrasents and connectivity to the
fixed network infrastructure such as the GIG. This mecharisables MANET nodes to build
valid global IPv6 addresses when the MANET is intercotateto an external, fixed network
infrastructure (e.g., the GIG) through one or more gagewélodes that are not directly linked
to the GIG can use multi-hop paths to reach the gatetay$orward outbound traffic to the
host.

Conclusions

In an effort to support the JTEN concept, the gatevappsoach can be implemented to the
standard stateless autoconfiguration in order to copetietimulti-hop topology, and to
automatically assign globally unique and routable IP addsst® nodes in a MANET for
connecting to the GIG. This new approach can benefdTE&N concept by helping warfighters
shorten the kill chain in a battlespace scenarios @&btoconfiguration mechanism should allow
tactical nodes to self-organize quickly and efficiemlyrder to reduce the time needed to
deploy tactical networks and remove the burden and inflexilofimanual configuration where
the exact network condition is unpredictable.
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D.21 Operational Issues with IPv6 DNS
Testing Organization and Publication Date

SPAWAR Systems Center
28 January 2007

Summary

This report discusses the ongoing operational issues artd@hmngs related to DNS with IPv6,
and recommends actions that should be taken in respotisese issues and shortcomings.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

2(2.1,2.1.1,2.2,2.2.1)
8(8.1,8.1.1)

Configuration

A typical network is configured and functions as follo@®DNS client, also known as stub
resolver, issues a query for host name “hostl.exaocopié.to a caching/local DNS server, also
known as resolver, which then handles the entire maswdution recursively. The local DNS
server first sends the query to the root name serv@y \iich is statically configured on the
local DNS server. The root server answers the l@raks and advises it to contact the NS
“.com.” The local DNS server sends the same quetlyddNS “.com,” which answers and
advises it to contact the name server “example.comg Idtal server repeats the above steps in
recursive manner until it receives the IP address fadlesample.com from the name server
“example.com”. The local DNS server finally cachestbsult and returns it to the client.

Results/Issues
A summary of some of the major issues with IPv6 DiSlémentation are:

* Standards: AAAA versus A6
0 AAAA records are preferable at the moment for produatieployment of IPv6
0 A6 records have interesting properties that need to ber hetderstood before
deployment
o Itis not known if the benefits of A6 outweigh the soahd risks
0 RFC 3363 recommends AAAA records should be used in prefeodmee
records for deployment of IPv6.
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» Stateless Autoconfiguration

o There is no standard method for stateless autoconfignratilPv6 hosts to
discover a DNS server’s address; instead, DHCPV6 or rheonfiguration must
to be used. Currently, the DHCPV6 approach is preferred

o There is no method yet for populating reverse DNS data feetwork,
particularly for stateless autoconfigured hosts. Suakrse lookups are used as a
weak authentication in some instances, e.g., by sentbrascept SMTP from
local hosts.

* |IPv6 or IPv4 Transport

0 When a dual-stack host looks up a dual-stack destinatstrtimet has both A and
AAAA records in the DNS server and does not have (dldP&6 connectivity, it
typically first tries querying the DNS for an AAAA reabusing IPv6 transport in
preference to IPv4 transport. It turns out that a lpacket is sent but there is no
reply. After some timeout, a fallback to IPv4 occurs,ibttbduces unnecessary
delay

o If a client receives both AAAA and A records for $@me destination from DNS
gueries, it typically connects to the IPv6 service fstl only defaults to IPv4 if
IPv6 fails. In some circumstances, the address gaigatefers AAAA records to
A records, even when the destination node does notlR&@econnectivity. After
some timeout, a fallback to IPv4 should happen, which wortksptroduces
unnecessary delay.

To avoid the above issues, AAAA records of a node shatltheradded to the DNS until all
services of the node are IPv6-enabled and have IPv6 (pbalectivity.

Conclusions
A dual-stack-capable DNS hierarchical system should bae prior to implementation of

dual stack on DoD network infrastructure for transitiohPv6. Ongoing operational issues of
DNS IPv6 must be identified and resolved for successplbgienent of IPv6.
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D.22 IPv6 Multihoming White Paper
Testing Organization and Publication Date

SPAWAR Systems Center
30 January 2006

Summary

This report discusses possible multihoming approaches fficaihte support the Navy
architecture and addressing plan for successful transitit?v6. The goal was to identify
solutions for providing load-balancing, redundancy, and traffgineering in order to cope with
the bandwidth constraints issue presented in the Nahjtecture.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested
10(10.1, 10.1.2)

Configuration

There are two possible multihoming solutions for IPv6: tidguand Host-Centric. Some routing
approaches (e.g., BGP and Cross-tunnels at Site ExieRpatre mature but may not be
practical for Navy/tactical networks. Some Host-cerdpproaches (e.g., shim Layer and Name,
Address and Route System) though practical and benetdddy/tactical networks, need
further research, testing and development due to theiafority.

Results

In Routing approaches, hosts use a single IPv6 addrésbeamechanisms for supporting IPv6
multihoming are handled by routers. The routing approachroplement the cross-tunnels at
site exit routers in order to allow multiple prefixesidtlesa multihoming site. This approach
relies on the use of tunnels in order to provide matpkfixes and route aggregation; therefore,
it introduces complexity when routes are withdrawn aapliires renumbering in the event of
primary link failure. This approach introduces a scalahiigblem in the Internet routing table,
incomplete route summarization, and inflexibility due t® tise of a single prefix in the site.

Host-Centric IPv6 multihoming provides solutions by using plétprefixes and providing
fault-tolerance, route aggregation and traffic engingerThe Host-Centric approach can
support the current Navy IPv6 addressing scheme that providesiumma possible route
summarization necessary to prevent IPv6 route expiasn Navy networks, and minimizes the
impact of network overhead on low-bandwidth RF tacticdisl.
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MIPv6 was often proposed as a multihoming solution iretmdy stages of development for IPv6
multihoming, since the preservation of established comratiaits through movement is similar
to the preservation of established communications througiges in multihomed sites. MIPv6
also introduces return routability, but the drawbacketdm routability is the reliance on the
availability of the HA; therefore, MIPV6 is not a sitbte mechanism for IPv6 multihoming.

Conclusions

In conclusion, the Host-Centric approach is recommefimiesupporting the current Navy
addressing scheme. In addition, the Efficient Secwityfiultihoming architecture can be
implemented to secure ship-to-shore communications fealinection attacks. These
capabilities provide security and improve ship communicapen®rmance over bandwidth-
constrained satellite communication links. Howetlegse approaches are not completely
mature and need further research, development, andgtestincurrent IPv6 technologies to
meet specific needs of the DoD/Navy.
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D.23 Special Interoperability Test Certification of Microsot Windows Vista Enterprise
Operating System installed on a Panasonic Toughbook CF-74 and a PaoaE
Toughbook CF-51 for Internet Protocol Version 6 (IPv6) Capabiliy

Testing Organization and Publication Date

JITC
March 2007

Summary
This report presents the results of the Special Inteabpity Test Certification of Microsoft
Windows Vista Enterprise OS installed on Panasonic Touds06-74 and CF-51. Testing

occurred from 15 January to 16 February 2007 at JITC’s AIRJhon successful testing, the
OS and Personal Computers (PC) were placed on the DaD AP

Test and Evaluation Method

Exercise

Joint Staff Operational Criteria Tested
1(2.1,1.1.1,1.2.,1.2.1)

2(2.3,2.3.1)

8(8.1,8.1.1)

Configuration

The OS and PCs were tested as part of a simulated Ot8&lnode test architecture managed by
the AIPTL. The core consisted of hardware and soéviated below.

Table D-15 Equipment Configuration

Equipment Name Model Number IOS/OS Version(s)
Cisco Router CISC0O3845 12.3(14)T2
Cisco Router CISCO03845 12.4(4)T1
2 Juniper Routers Juniper M40e V 7.6R3
Hardware 2 Juniper Routers Juniper T320 V 7.6R3
Juniper Router Juniper T640 V 7.6R3
6 Dell Power Edge Servers 2850 Microsoft Window820
Panasonic Tough Book CF-51 Microsoft Windows Vistdgerprise
Panasonic Tough Book CF-74 Microsoft Windows Vistderprise
Wireshark N/A Enterprise
Software Dibbler N/A V.0.99.2
Cisco Router N/A 04.1
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Results

The following table summarizes the applicable Jointf$af6 operational criteria results from
the Microsoft Windows Vista Enterprise OS on thed3amic Toughbooks CF-74 and CF-51

certification test.

Table D-16 Test Results

REC Title Testing Completed Host/Workstation
Conformance Interoperability Requirement | Met/Not Met

Privacy E_xtens_|0n§ for Stateless Address Stated in LoC Yes Yes Met
Autoconfiguration in IPv6
Default Address Selection for IPv6 Stated in LoC Yes Yes Met
DNS Extensions to Support IPv6 Stated in LoC Yes Yes Met
Uniform Resource Identifier (URI): Generi¢ Stated in LoC Yes Yes Met
Syntax
File Transfer Protocol Stated in LoC Yes Yes Met
Simple Mail Transfer Protocol Stated in LoC Yes Yes Met
Hypertext Transfer Protocol Yes Yes Met
IP Authentication Header Stated in LoC Yes Yes Met
IP Encapsulating Security Payload (ESP) Statedi@ L Yes Yes Met
Cryptographic Algorithm Implementation Yes
Requirements for ESP and Authentication Stated in LoC Yes Met
Header (AH)
Transition Mechanisms for IPv6 Host and Stated in LoC Yes Yes Met

Routers

Conclusions

Microsoft Windows Vista Enterprise OS, installed oa Banasonic Toughbooks CF-74 and CF-

51, met the IPv6-capable requirements and are certifidtiong on the DoD APL as an IPv6-

capable Host/Workstation.

UNCLASSIFIED

97




D.24 Special Interoperability Test Certification of TechguardPoliwall for Internet
Protocol Version 6 (IPv6) Capability

Testing Organization and Publication Date

JITC
March 2007

Summary

This special certification is based on IPv6-capablengstbonducted by JITC at Fort Huachuca,
Arizona. Testing was conducted at JITC’'s AIPTL fromd28 February 2007. The Poliwall
provides simplified network security and communicationficrenanagement by acting as a
transparent bridge between a firewall and an exteetalark. Upon successful testing, the
device is certified for listing on the DoD APL as IPvfahle as a Network Appliance.

Test and Evaluation Method

Exercise

Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.2., 1.2.1, 1.4, 1.4.1)
8(8.1,8.1.1)

Configuration

The operational architecture was the simulated NetBorkndary composed of the equipment
listed below.

Table D-17 Equipment Configuration

Equipment Name Model Number IOS/OS Version(s)
Cisco Router CISCO3745 12.3(14)T2
Cisco Router CISC03745 12.4(4)T1
Dell Power Edge Server 2850 Microsoft Windows SeR893
Hardware Dell Power Edge Server 2650 Microsoft Windows ViEtaterprise
Dell Power Edge Server 4600 RedHat Enterprise 4
Gateway Laptop Gateway Laptop Microsoft Windows XP
Poliwall Poliwall 1.20.40
Microsoft Windows Vista N/A Enterprise
Microsoft Windows Server N/A 2003
Software RedHat Enterprise N/A 4
Microsoft Windows XP N/A Professional
Wireshark N/A V.0.99.2
Poliwall N/A 1.20.40
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Results

The Techguard Poliwall effectively provided network seguaitd managed associated traffic.
Table D-18 lists the applicable Joint Staff IPv6 operatiariteria that were assessed.

Table D-18 Test Results

REC Title Testing Completed Network Appliance
Conformance Interoperability Requirement | Met/Not Met

IP Authentication Header Stated in LoC Yes Yes Met
IP Encapsulating Security Payload (ESP) Statedi@ L Yes Yes Met
Cryptographic Algorithm Implementation Yes
Requirements for ESP and Authentication Stated in LoC Yes Met
Header (AH)
Cryptographic Suites for IPSec Stated in LoC Yes sYe Met
Transition Mechanisms for IPv6 Host and Stated in LoC Yes Yes Met
Routers
Conclusions

The Techguard Poliwall met all the test requirementsmétwork appliance and is certified for
listing on the DoD APL as an IPv6-capable Network Apmgen
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D.25 IPv6 Protocol Security Assessment and Issues
Testing Organization and Publication Date

DITO/SI International
15 March 2007

Summary

This report provides a high-level protocol security assessafassues associated with the
migration to IPv6 by DoD organizations. This document nisy be used to develop and
execute IPv6 IA and T&E plans.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

1(1.1,1.1.1,1.2,1.2.1, 1.4, 1.4.1, 1.4.2, 1.5, 1.5.1)
7(7.1,7.1.2)

8(8.1,8.1.1, 8.1.3)

9(9.1,9.1.1, 9.2, 9.2.1)

10(10.2, 10.2.1)

Configuration

While IPv6 security assessment issues may arise insgékeb transition areas; such as IPv6
protocols and services, IPv6 protocol implementationsjegtins considerations, network
architecture, and co-dependent technologies, this documestisaanly the IPv6 protocol and
services.

Results

Mobility

The following types of security issues can arise fron6iBased mobility:

» Easy ability to determine address spaces, e.g., MAC-ldgaetifications

* ICMPV6 discovery/resolution/redirect services maywvaliccess leading to system
processor loading and DoS

* |IPv6 mobile Binding Update authorization allows end usersrizefor spoof Bus leading
to traffic interception and rerouting.

Some mobility security issues can be mitigated usingggnhACL and firewall filtering
techniques. Other issues can be fixed using strict autagaticechniques, such as IPSec AH.
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Transition Mechanisms
Dual stack presents at least two security issues:

» |Pv6 DNS security issues
 DHCPvV6 security issues.

Implementing tunnels (IPv6 over IPv4, IPV6 to IPv4, Irite Automatic Tunnel Addressing
Protocol, and GRE) presents the following security andradtrative issues:

* Manual tunneling has a high administrative overhead sthicommended by the IETF
Security Working Group

» Automatic tunneling is preferred if a large number of tunasdsrequired, but there is no
mechanism to authorize the tunnel creator

* IPv6 multicast security issues

» Unauthorized router access

» Access and security between tunnel end-points can beroansed.

Some of these issues may be resolved as designs amdnempations mature, including
software applications and firmware on the network deime-cards.

Network Management and Operations (NM/OPS)

Overlapping IPv4/IPv6 NM/OPS functions caused by configunagimors and bad code may
allow access leading to traffic interception, reragitiDoS, addressing spoofing and ingress filter
avoidance. These issues include:

» System access and configuration

» System default routers can be changed/altered

* User ID may not be known and user may not be autlaatic

* IPv4/IPv6 internetworking interaction is not well definia the IETF; access to one side
of the network allows access to the other side oh#tevork.

Conclusions
The introduction of IPv6 into DoD operational networksymase security risks and introduce
potential vulnerabilities in addition to those inherentunrent IPv4 networks. While existing

DoD vulnerability assessment techniques should provideehdé security equivalent to that of
IPv4 networks, the issues regarding IPv6 security assessmest continue to be analyzed.
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D.26 JCS Criteria 4, Phase 1 — Demonstration of QoS Capabilitied IPv6 Using DiffServ
(FYO7 Moonv6 Demonstration)

Testing Organization and Publication Date

SPAWAR
23 December 2006

Summary

This document describes tests that demonstrated IPv6 Qoldlitapaing DiffServ during the
Moonv6 demonstration for FY 2007. The demonstration wagedaout between the
SPAWARSYSCEN and at other participant test beds. ladbor testing of DiffServ in a
limited-bandwidth environment conducted within the SPAWAR tenter is presented within
this report.

Test and Evaluation Method
Exercise
Joint Staff Operational Criteria Tested

4(4.1, 4.1.1)
5(5.1, 5.1.1)
8(8.1,8.1.1)

Configuration
Moonv6e Demonstration

A Cisco 3625 router was connected to the DREN via tie/&&RSYSCEN campus network.
Static routing was used in the test bed to connecetoampus network and the campus network
advertises routes into the DREN using the BGP routing pwbtoc

The hosts were connected to the test router, a Pthd¢pas IxChariot Endpoint, a SmartBits
600B Performance Analysis System and a laptop PC hostiagnerk sniffer (Ethereal). All
addresses contained 64-bit prefixes. Data traffic was gemaeby the IxChariot Endpoint or
SmartBits System. DiffServ markings were madeitheethe IxChariot Endpoint or SmartBits
System when the traffic was generated. The packetd atad be tagged by the router
according to a policy configured in the router.

Remote sites consisted of JITC, Fort Huachuca, Arizaim&orce Communications Agency

and other DoD organizations. The JITC test bed hadupgrbrouters that emulated the GIG
core and its DiffServ policy.
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The IxChariot Endpoint is also attached to the GIG g@@n Edge Router that marked packets
with DiffServ Code Point (DSCP) according to the DSGBignments proposed for the GIG.

Laboratory Testing

The laboratory testing setup was similar to the Modegbé setup, with the exception that an
ADTech Model SX/12 Data channel simulator was substittaethe WAN part of the network,
the DREN, and simulated GIG core at JTIC. Two site®wennected via the ADTech Satellite
Simulator (SATSIM). The SATSIM was configured for acibighput of 256 Kbps.

Results

Moonv6 Demonstration

The DSCP markings were applied to packets passed beS8#ARWVARSYSCEN in San Diego
and JITC. Traffic DSCP marking was tested using Ix@b&ndpoints and SmartBits. Using
IxChariot Endpoints, markings were generated and triéteshirom the lab at SPAWAR to
JITC. All packets were marked and received with the saar&ings. DSCP markings were
successfully passed via the simulated GIG core netwalkI&.

Laboratory Testing

Separate Flooding of Voice, Video, and Data Traffic §das

Table D-19 summarizes a test of overloading separtteliraffic of each type: “voice,”
“video,” and “Other TCP.” This represents three segaests that each queue was guaranteeing
for the bandwidth allocated to the queue.

Table D-19 Separate Flooding of Voice, Video, and Data Results

Queue Traffic Reserved Offered Allocated Received
Type (Kbps) (Kbps) (Kbps) (Kbps)
2 CM-Voice 76 96 76 76
1 Video 76 100 76 96
0 Other TCP 64 135 64 926

Voice received exactly the bandwidth allocated becawsasitpriority-queued. This was
expected since voice is a priority queue and voice packet® d@be allocated rate were dropped.
Video and other TCP received more bandwidth than wasaa#ld to those two queues. This
was also expected because both queues used Class BasetktiMeaghQueuing and is, by
design, able to utilize bandwidth available from other gs¢at are not fully utilized.

Simultaneous Flooding of Voice, Video and Data Trdfflasses

Traffic of each of the 4 classes was offered to thledi rates greater than the allocated rates and
the received rates were measured. Table D-20 presemesthis.
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Table D-20

Simultaneous Flooding of Voice, Video, and Data Rétsu

Queue Traffic Reserved Offered Allocated Received
Type (Kbps) (Kbps) (Kbps) (Kbps)
3 Control 38 38 38 38
2 CM-Voice 76 89 76 76
1 Video 76 134 76 75
0 Other TCP 64 67 64 64

All four queues delivered the approximate allocated ratesgtoat.
Conclusions

The basic QoS functionality using DiffServ mechanism witommercial Cisco router was
tested. The basic features of QoS for IPv6 weredestd found to be supported and functional

for the DiffServ mechanism of providing QoS for differefasses of traffic (voice, video, and
data).

One discrepancy found is that Low Latency Queuing issnpported yet by Cisco for IPv6 by
the Cisco IOS version used for this testing, I0S 12.4a Awrk-around, a priority queue was
configured for the voice traffic, which provided approximatély same functionality.
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D.27 Test Results and Lessons Learned
Testing Organization and Publication Date
Air Force System Networking (AFSN)
Summary

The Air Force was tasked to test an IPv6 addressing s;hest IPv6 routing protocols, and test
IPv6 tunneling technologies in an Air Force simulatedvoet environment. After testing,
performance results, discrepancies, recommendatiothdessons learned were provided in this
report.

Test and Evaluation Method
Demonstration
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.2, 1.2.1)
3(3.1,3.1.1, 3.3, 3.3.1)
8(8.1,8.1.1, 8.1.2)

Configuration

The AFSN test and integration facility was set up toutate the DISA WAN and three
individual mock bases (Tyndall, MacDill, and Eglin). Equgnt typically found in the Air

Force network was utilized (Cisco 2950 and 3560 switches awd CR06 VXR, 3725 and 3745
routers). The DISA WAN consisted of three core 7206 f&ers (corel, core2, and core3).
The network at Eglin was set up with dual paths and dual Bisglbvery Protocol (SDP)

routers to simulate future Combat Information Transggdtem (CITS) Block 30 architectures.
The network at Tyndall and MacDill had single SDPs andlsipaths to the WAN. Each base
had an external router below the SDP router and Bastbetween all routers. All connections
between routers and switches were at 100 Mbps. Tha Bd& routers were set up to run BGP
between all core routers and the SDP routers atlemssh The routers in Tyndall were set up to
run RIP within the base network. The network at EglinEahance Interior Gateway Routing
Protocol within the base network. The routers lat@eMacDill ran OSPF within the base
network Workstations and servers were placed atuseadpoints. Spirent test equipment was
used to load the test network and recorded performandesresu

Results

This report covers results from 22 separate scenarielewBare examples of some of the tests
that were run and their results.
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100% IPv4 Traffic over Stacked Configuration

Results were very similar to the baseline testing erathiPv4 network tested. However, while
no or minimal losses were again seen up to about 81%do#us point, some higher losses
were noted compared to the initial baseline. Running 100%dPs#ithe stacked network
configuration caused little or no additional loss compapdti¢ original baseline test for frame
sizes over 256 bytes.

50% IPv6 Traffic Over Stacked Configuration

Multiple traffic flows were used across the networkcréasing traffic to 50% IPv6 produced
only minimal increases in loss. Some loss was rmbttel6% loading for the 128 byte frame
size. The increase in loss was minimal and no iser@aloss was seen in larger frame sizes.

100% IPv6 Traffic Over Stacked Configuration

Multiple 1Pv6 traffic flows were used across the natw@s would be expected with all IPv6
traffic, throughput and frame loss numbers increasedtbfigiore compared to the 75% test
conducted earlier. At 128 byte frames with 91-96% loading,fourth of the traffic paths
experienced 100% loss. However, as frame sizes incielase decreased. As was the case in
all the other tests, once frame sizes of 512 bytes wanhed, no more significant loss was
experienced. Even at smaller frame sizes, losses avdy significant with larger loads.

100% IPv6 Traffic Over IPv6 Configuration

Multiple 1Pv6 traffic flows were used across the natwoThere was less frame loss and
throughput loss than was experienced in testing over asthieded network. No losses were
seen until loading for 128 byte frame sizes reached gribatie 51% (compared to losses
beginning at 41-46% loading for the stacked configuratiori)noAime did any paths experience
100% loss, no matter how high the loading. Again, vatgdr frame sizes, no loss was seen.
These results are consistent with the knowledge thatmg@n IPv6 only configuration should
have lower processor utilization than running a dual-sthtiRe4 and IPv6 configuration.

Tunneling IPv4 Over IPv6 — GRE Tunneling Over IPv6 (GRE ipv6)

This test tunneled one flow of IPv4 traffic over a netikvconsisting of equipment running only
IPv6 (addresses on interfaces, routing protocol staak$, dthe tunnel was conducted between
the DISA core and Eglin as the two endpoints. The rewtethe endpoints were configured as
GRE tunnels. The results indicated extremely highudinput and frame loss. After further
discussions with the vendor, it was again confirmed@to routers do not support Cisco
Express Forwarding (CEF) for IPv4 tunneling over IPv6 nektaioiTherefore, processor
switching is utilized and any router performing this typeuofiel will experience high loss and
poor performance for that data. However, all the logsgs just a few percentage points higher
than the generic tunneling test. GRE tunnels performedaljgstly worse than generic
tunneling over IPV6.

UNCLASSIFIED 106



Tunneling IPv6 Over IPv4 — GRE Tunneling Over IPv4

This test tunneled multiple flows of IPv6 traffic oxenetwork consisting of equipment running
only IPv4. The tunnels were conducted between the DA and Eglin as the two endpoints.
The results indicated relatively high throughput and frlose. The added traffic caused by the
extra flows forced this tunnel to perform poorly. In addit as the test for each frame size
neared 100% loading, it was noticed that losses cameclosg to 100% (unlike the single flow
test, which did not get as close to reaching 100% loss).

Tunneling IPv6 Over IPv4 — Intra-Site Automatic Tunnel Addressiotp€uol (ISATAP)

This test tunneled one flow of IPv6 traffic over a netkvconsisting of equipment running only
IPv4. The tunnel was conducted between the DISA awteEglin as the two endpoints. The
routers at the endpoints were configured as ISATAP tunfidis results were almost identical
to the 6to4 tests for single flow, with just a slightigher loss on maximum loaded smaller
frame sizes. With medium to larger frame sizesyréisalts were practically identical to the 6to4
test for all loading. ISATAP tunnels need no tunnel desion address in the configuration
(though endpoints do need to appear in the routing tablé®y are easily configured when
compared to manual tunnels.

Conclusions

Comparing preliminary baseline results with IPv6 configuraetest results reveals that there is
additional throughput and frame loss on systems procel$dmgpackets. Tunneling tests
revealed that many tunnel types are based on using prosessihing instead of CEF. This
method is very processor intensive and poor performamcbecanticipated with any tunnel
method that uses processor switching. Tunnel typesdbaire processor switching (instead of
CEF) should only be used as a last resort. Specificaliyain from using tunnels over IPv6
networks and GRE tunnels on IPv4 networks. Using C&&®12.4 or later to permit
implementation of all IPv6 processes and featurexc@menended. Larger frame sizes should
be used when possible. Larger frame sizes are moceetf(with less overhead) and, therefore,
produce better performance and higher throughput. On dualtséasktion testing, almost no
significant losses were ever experienced on frame $azger than 512 bytes. High-end routers
should be used where possible; avoid using low-end roti@rsave higher processor
utilization, and therefore less throughput and more frias® Manual configuration of all
network equipment should be performed, although autoconfignrand DHCPv6 may have
usefulness on hosts and servers.
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D.28 Network Management IPv6 Feasibility Study Report
Testing Organization and Publication Date

Air Force Research Laboratory / Northrop Grumman
31 January 2007

Summary

The objective of this effort was to provide analysisigie, development, integration, and testing
in support of demonstrating the ability to move netwoekants to other locations while
maintaining connectivity via their original IPv6 addresssisg MIPv6 within the Joint
Capability for Airborne Networking (JCAN) system. Theport summarizes the deficiencies of
IPv4 and the advantages of IPv6 that will enable futuredisCentricity.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested
7(7.1,7.1.1,7.1.2,7.1.3)
Configuration

The JCAN system architecture consists of three negonents: an Airborne MN, a Ground
Node (GN), and one or more Ground Entry Sites (GESS).

The JCAN MN computers manage data routing, applicationces, data logging, and the user
interface for JCAN system monitoring and control. ™M provides the interface between the
E-8C LAN and existing E-8C Ultra High Frequency (UHF) anghHrequency (HF) aircraft
radios. The connection between the MN and the E-8R is accomplished via a standard
Ethernet connection. The aircraft LAN supports 18 openrabrkstations. The connection
between the MN and the existing E-8C radio equipmertasraplished via UHF and HF Radio
Interface Modules (RIMs). The RIMs provide the conwardrom a standard Ethernet
connection on one-side and radio specific seriatftes for the UHF or HF radios on the other
side. Through digital control from the MN, the RIi©vide the capability to switch between
standard E-8C voice radio operation and JCAN data operaliGAN operation via the existing
HF radio links also requires the addition of HF modam KIV-7 crypto units for each radio.
UHF operation uses existing KY-58 crypto units to provide sedat& operation.

The JCAN GN is similar to the JCAN MN, interfacingtlwvthe JCAN enabled radios at one or
more GESs. The GESs can be collocated with the JGANr geographically separated. This
deployment supports distributed GESs. Each GES is configutieanultiple AN/URC-200
radios, KY-58 crypto units, UHF Tactical Communicationteanas and a JCAN Serial
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Interface to Military Radios. The GESs are connetiigtie JCAN GN through a satellite
interface.

JCAN extends MIP capabilities to support mobile netwas&sure registration, concurrent
multi-path routing over multiple heterogeneous linkssswin-based QoS, and Performance
Enhancing Proxies.

Results

The following are the features of the IPv6 protocol Hratadvantageous for JCAN capability:

» Large Address Space (simplifies management and admiiustd the JCAN system)
» Efficient and Hierarchical Addressing and Routing Infrastrect

» Stateless and Stateful Address Configuration

* Built-in Security

* New Header Format — Extensibility

» Better Support for QoS (greater ability to support QoS diffeation)

* Enhanced Neighbor Discovery Mechanism (IPv6 enforceddgjeoconsistency)

* No Foreign Agent Deployed.

The following are concerns about using IPv6 in JCAN:

» Decreased Transport Efficiency (increased IP Header size)
* Further Decreased Transport Efficiency (lack of mobgitpport mode within the MIPv6
standard forces the use of tunnels that originate andnatenat the mobile node).

Conclusions

IPv6 does not by itself provide a solution to airborne néitimg problems. However, the
available address space alone will open up some opportdaitigee implementation and
deployment of the airborne network.

In the remainder of this effort, a MIPv6 version of XCWill be developed and implemented

then explored, compared and contrasted to realize anyitbesfehis implementation over the
current MIPv4 solution.
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D.29 IPv6 Vulnerability Assessment Report for the Air Foce Standard Desktop
Configuration of Microsoft Windows Vista

Testing Organization and Publication Date

Air Force Information Operations Center (AFIOC)
20 April 2007

Summary

The Air Force IPv6 Team investigated the effect WindowsgaAvould have on an emulated Air
Force network. This test was conducted in order to prowdédence that IPv6-enabled nodes
would not compromise the security of the operationar@nise network. This report consists of
examinations designed to ensure Windows Vista provides devghof security, even when
IPVv6 is enabled. The areas evaluated include accégditmm the network; operability of
applications and services; and related features that enagydignificant weaknesses based on
known or unknown criteria of use.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.4,1.4.1,1.4.2, 1.5, 1.5.1)
8(8.1,8.1.1)

Configuration

Testing was conducted in a dual-stack configuration thatatéed an Air Force network. The
equipment used in the test included:

e Cisco 3825 Routers

e Cisco 7206 Router

e Cisco Switches

e Computers loaded with
o0 Vista Enterprise v2.0
o XP Service Pack (SP) 2
0 Longhorn Beta 1
o0 Server 2003 SP 1

* Hewlett Packard Printers

* MU-4000 Analyzer

* Ixia Traffic Generator.
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Results

Some of the interesting findings from this assessmerd wither expected or validated from
previous beta versions of Windows Vista. One of thetantling findings was the
interdependencies of protocols seen when trying to enunmoeteand services on the system.
This shows how Windows Vista has changed its implemientaf the Remote Desktop Protocol
(RDP) connection and its use of TCP port 443, which isllysserved for HTTP over Secure
Sockets Layer. The current configuration is still aimdyng TCP port 3389 or RDP.

Significant findings in the Windows Firewall implemetida shows it was able to block all
ICMPV6 message types, but did not have the granularitytk l@n unknown data-link layer
address of all zeros. Blocking all ICMPv6 message tigast feasible because certain
messages are used for the discovery of other hostg emetwork and routing capabilities to
other subnets, which is crucial to the operation of IRvéhe network.

Other findings showed that Netcast with IPv6 support cdatal lze used to enumerate or
fingerprint the Windows Vista OS when certain ports geno However, when the Windows
Firewall is invoked and services blocked, no ability to eenate the system could be
established. Specific examinations that failed werea@le fragmentation of packets and the
ability to reassemble a complete packet only wheriréiggment identification value is the same
as the original packet.

Conclusions

This assessment has two clear conclusions regardingfeémplementation in Windows Vista:
1) The IPv6 implementation in Windows Vista has improwegknesses found in previous
Windows OSs, and 2) To evaluate the full scope of IPdatlae expanding protocols
surrounding it, additional assessments with more rigaseasrity tools should be conducted.

The security areas evaluated in this assessment ampnedely a baseline for all evaluators to
use on the Windows Vista OS. Continued techniques oroaietiill be introduced to evaluate
Windows Vista, but collaboration is essential to findamy significant weaknesses in the new
OS.
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D.30 IPv6 Scalability Testing Final Report
Testing Organization and Publication Date

DISA
30 March 2007

Summary

This document presents the results of the System testahg executed in order to verify the
scalability of IPv6 in an operational environment. Thgotive was to develop technical data
and information on the Joint Staff Operational Crd@eré, scalability of IPv6 in the DoD
environment, so that the Chairman of the Joint Chigfsoertify that the conversion of DoD
networks to IPv6 will provide equivalent or better scalgpthhan the current IPv4.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

6(6.1,6.1.1,6.1.2, 6.1.3, 6.1.4)
8(8.1, 8.1.1)

Configuration

The testing was divided into a series of functiona&ar routing, subnets, multicast, and
services. The routing test was designed to demonstrat@tidaand IPv6 routing protocols can
scale to the same levels. The subnet testing was ddgimsbow that IPv4 and IPv6 subnets
can handle the same number of hosts. The multiesissection was set up to show that 1Pv4
and IPv6 can support the same levels of multicast serVibe services section was designed to
show that basic network services such FTP and HTTRaadile both IPv4 and IPv6 requests.

Traffic parameters were based on assumptions of howBuél be integrated into the
network. The assumption was that IPv6 integration vbela slow and steady process. The
following traffic profiles were used as evaluation poiietsthe integration process:

 100% IPv4

*  90% IPv4/10% IPVv6
*  50% IPv4/50% IPVv6
*  10% IPv4/90% IPV6.
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Packet size was another important parameter. Thesfsdras below were chosen as
representative of the packet sizes seen in operatiehabrks.

* 64 bytes

* 82 bytes (minimum frame size for IPv6)
512 bytes

e 1500 bytes

Table D-21 lists the DUTs and test equipment used duringetstis

Table D-21 Equipment Configuration

Equipment Name Model Number IOS/OS Version(s)
Cisco Router 7600 12.2 (33) SRA1
DUT Cisco Router 3845 124 (9)T1
Cisco Catalyst 6500 12.2 (18) SXF6
Cisco Catalyst 3750 12.2 (25) SEE2
Pagent N/A N/A
Test Agilent N/A N/A
Equipment Spirent N/A N/A
Solar Winds N/A N/A
Results
Routing

The test results indicated that running OSPF, Interme@wgstem to Intermediate System, and
BGP routing protocols in dual-stack mode scale equally/faelPv4 and IPv6. There are some
definite resource considerations when deploying dual-stacle nmoa network. Overall, testing
indicates a 5-15% increase in CPU utilization and a doubfimyemory requirements.

Subnets

Testing indicated that IPv4 and IPv6 will scale equal®yiand that both protocols can coexist

in the same platform. In all cases, significardistivas placed on the CPU when both IPv4 and
IPv6 hosts were initially connecting. Testing showed meemory utilization increased. This
increase is expected because the platform now has éolgtdo L3 mapping information for

IPv4 and IPv6. A rule of thumb that can be taken ftbentest results is that enabling dual-stack
operations will increase the memory utilization fag #torage of L2 to L3 mapping information
by 1.5 times. This number should serve as a guideline only.

Testing also revealed that all platforms can handta BPv4 and IPv6 ACLs equally well. The
3800 platform was only able to process packets at approxindd&i@yline rate. This result was
expected because the 3800 CPU is involved in the processatigpatkets. When the ACLs

were added, this placed additional strain on the CPU hwhkgulted in lower packet forwarding
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rates. The hardware based forwarding platforms wetrenpacted by the addition of ACLs to
the interfaces.

Multicast

Testing indicated that enabling multicast services fod I&nhd IPv6 scales equally well for both
protocols. There are some resource consideratioagedrito account when enabling dual-stack
operations in each chassis. CPU utilization wasmpéacted when enabling IPv6 multicast
services on the various platforms. Testing did indéithat there will be an increase in memory
utilization as the chassis now has to maintain mustistate for the 1Pv4 and IPv6 protocols.

The tests showed that the IPv6 multicast informatdinconsume approximately 1.5 times the
amount of space that the IPv4 information uses. Thasders should serve as guidelines only.

IP Services

Testing indicated that enabling basic IP services HT PRI for IPv4 and IPv6 scales equally
well for both protocols. There are some resource derations to take into account when
enabling dual-stack operations in each Server. CPU tiblizevas somewhat impacted when
enabling IPv6 FTP and HTTP, but the increase from IPvgtmntiual-stack IPv4/IPv6 is limited
by 18% in Windows 2003 Server for HTTP and by 2% in Fedora StaweP. Testing
indicated there will be no noticeable change in memaryirements from IPv4-only to dual-
stack IPv4/IPv6 for both HTTP and FTP services under plattforms.

Conclusions

Enabling IPv6 on the various platforms did require moseueces such as CPU and memory.
When IPv6 was enabled on the software forwarding basgfbphs, there was a 10-15%
increase in CPU utilization. This observation did centy over to the platforms that forwarded
packets based on hardware. Enabling IPv6 on the platthahsrward packets based on
hardware did not exhibit any increase in CPU utilization.

Memory usage did not depend on whether or not the plaffommarded packets in hardware or
software. Memory usage showed a definite increaseeitegts when IPv6 was enabled. The
observed trend was that IPv6 required 1.5 to 2 times mam®mehan IPv4 information
structures.

Overall, the results obtained showed that IPv6 willesstathe same levels as IPv4. There are
more demands placed on system resources when running léP{vé@nin dual-stack mode.
These added demands must be taken into account and furtbdraied evaluated when
integrating IPv6 into the network.

Router tests conducted in this work were confined to Ciszcduats. To enhance the degree of
confidence in the scalability of other vendors’ IPv6 esytroducts, the DoD needs to tested
them as well. Also needed are tests to confirm bid#jaof IPv6 Directory Services;
specifically Microsoft Active Directory, which is witleused in the DoD.
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D.31 Milestone Objective 2 IPv6 Scenario 1 Implementation Gde & Test Parameters
Testing Organization and Publication Date

AFIWC
15 August 2006

Summary

The AFIWC IPv6 team investigated the effect IPv6 coulceh@avan operational Air Force
network in order to provide confidence that IPv6 enabled nadesontinue to function
properly in an operational network. This implementagaide consists of a configuration

guidance designed to ensure that the current network wiiince to function at a high level
when IPv6 is enabled on various nodes.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.4, 1.4.2)
8(8.1,8.1.1)

Configuration

This guide’s scenario 1 links two IPv4/IPv6 Enclaves \sangle End Building Node router. All
clients were loaded with the Air Force Standard Desktopfiguration. This is consistent with
the standard Air Force desktop configurations and deployrfeauntd in today’s Air Force
Enterprise networks. Table D-22 lists equipment, modelbass, and I0S/OS versions used
during testing.

Table D-22 Equipment Configuration

Equipment Name Model Number IOS/OS Version(s)
Cisco Router 3825 12.3(14)T7
Cisco Ethernet Switch 3750 12.2(25)SE
Hardware Dell Power Edge Server 1850 Microsoft Wir;%oo\gssllz;lterprise Servr
Dell Optiplex GX520 XP Pro SP2
HP Laser Jet 4000N G.05.35
HP Laser Jet 4250 DTN v.31.08.ff
IXIA Traffic Generator 400T 3.70.24.46.SP3a
qu]—i(:)izent Ethereal N/A N/A
Mozilla Firefox N/A N/A
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Results

Symantec Anti-Virus

Symantec Corporate Edition 10.2, Symantec System Ceatemnstalled on primary services
servers, which were running Windows Server 2003 to act astherus servers. No problems
were encountered with the updating of virus signatureis. iportant to note that Symantec
Corporate Edition 10.2 does not support IPv6.

DHCP

DHCPv6 did not work in a dual-stack network. Windows X& 8erver 2003 do not support
DHCPV6 solicitations. IPv6 addresses were manualltedeby using theetshcommand line

tool.

Web Services

Many difficulties were experienced in getting Interngplérer (IE) 6.0 to recognize the literal
IPv6 address format. Research revealed that IE 69rdtesupport literal IPv6 address

formatting as it does IPv4. However, manipulating littk@tadecimal IPv6 addresses is usually

not done, so lack of this functionality is unlikely teepent installing and using IPv6. After
creating a website, it was accessed using Mozilla’s 6xdF5.0.6 which worked well when
inputting the IPv6 address in the Uniform Resource Loc&atBiL] link.

Recommended Tests

Table D-23 lists tests, functions of the test, and tipeeed result. This will assist other
agencies in testing their current and future networks dvti-stack enabled.

Table D-23 Test Summaries

Test

Function of Test

Expected Result

ICMPv6 Header Information

Deny transit of IP packeith protocol 58 with use of
an ACL.

The router should be able to both filter the
packet and record the results within the routei

log.

Tunnel Information and Control
Protocol

An ACL designed to deny/filter all TCP packets with
port 3874 applied on the external interface oflthes
enclave.

The router should be able to both filter the
packet and record the results within the routei

log.

Heartbeat Protocol

An ACL designed to deny/filtkidDP packets with
port 3740 applied on the external interface oflEhes
enclave.

The router should be able to both filter the
packet and record the results within the route

log.

Anything in Anything Protocol

An ACL designed torgéfilter all UDP packets with
port 5072 applied on the external interface oflEhes
enclave.

The router should be able to both filter the
packet and record the results within the route

log.

Anything in Anything Beta
Protocol

An ACL designed to deny/filter all UDP packets with
port 8374 applied on the external interface oflEhes
enclave.

The router should be able to both filter the
packet and record the results within the routei

log.

IPv6 Hop-by-Hop Option

An ACL designed to deny#éilall IP packets with
protocol 0 applied on the external interface oflfPe5
enclave.

The router should be able to both filter the
packet and record the results within the route

log.
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Conclusions

IPV6 is still limited in the services and applicationsupports, so dual-stacking hosts would be
the most predominant means of communications in mixed/lPv6 environments. The tests in
the MO2 research show that VLAN technology can bedéfitorce networks by managing
various segments within a protected enclave. The signififindings show that continued
research must be performed to block various ports and prstioot potentially exploiting
mission systems within the current Air Force Entegpnistworks. Other services such as
DHCPvV6 were not supported on the Windows XP and Server 20@3rsysWeb server services
using Microsoft Windows Server 2003 and IE 6.0 is limited dlwal-stack environment and do
not allow access to the 6bone Internet. An AppliceBoogramming Interface exists that allows
IPv6 enabled sites to be viewed through the browser, byifddNS is set up correctly. IE 6.0
cannot browse sites using literal IPv6 addresses. Whendonfigured to use a proxy server, all
name resolution requests for web sites are forwarddebtproxy server. Until the proxy server
is IPv6-enabled, proxy-based requests for local or refRe@web pages are unsuccessful.

Further findings indicate that there is still muchearh about IPv6. It will not only change the
way the Air Force performs their mission requiremebits also the security behind the current
configuration of Air Force networks. More and more vendwoesintegrating IPv6 into the
standard TCP/IP stack which will change applicationd’ services’ means of communicating.
Until IPv6 is fully deployed, it is difficult to determé how it will function within the Internet,
let alone in conjunction with current protocols and ports
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D.32 MO2 Security Concerns for Microsoft Windows IPv6 Protocol
Testing Organization and Publication Date

AFIOC
1 July 2006

Summary

This guide was developed to analyze and provide configuratiomptees surrounding MO2
security concerns for Microsoft Windows XP with SPn2l &/indows Server 2003 family with
SP 1. The research performed was based upon MO1’s fingsimysa dual-stacked system that
is specific to Windows XP SP 2 while using a Windows 2003 S&#et running on an AF
Enterprise network.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

1(1.4, 1.4.1)
2(2.2,2.2.1)
8(8.1, 8.1.1)

Configuration
DNS Client

In order to configure DNS for transporting AAAA recorasass the network, the path, or IPv6
connectivity must be ensured, or a 6in4 transition mashamust be enabled. The AAAA
record can be transported over an IPv4 packet, whichreglyires that the IPv6 Helper Service
be started on the Windows 2003 Server. IPv6 transpotieanabled on the server by using the
Windows Support Tool called dnscmd. The tools are not iedthy default and are typically
located on the Windows Install CD - the support tool packsiggtools.msi, can be found in the
Support Tool folder.

DHCPv6
Microsoft currently does not support DHCPV6 on its Winddisand Server 2003 Family.
Coincidently, Microsoft’s release of Vista/Longhomshmplemented a DHCPV6 service that is

capable of only negotiating service information on a eaffv6 network. The Vista/Longhorn
releases are also not capable of carrying any IPv4-speddrmation on the DHCPV6 service.
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IE

Microsoft’s IE 6.0 does not support literal IPv6 addressdJRLSs as referenced in RFC 2732.
The only way to access IPv6-enabled Web servers is tihedaternet extensions dynamic link
library, Wininet.dll. When a browser wants to dowmdd&eb pages using the dynamic link
library, it uses a DNS query to see if the name oiMed server in the URL returns an IPv6
address. Literal IPv6 addresses in URLs mean thatdhesbr is compatible with the use of “”
and “.” characters as delimiters. Literal IPv6 addregs@ URL must be enclosed in brackets,
“[ 17, in order to negotiate a Web site via its IPv6 addréormat.

Internet Information Services (lIS)

Support for IPv6 over HTTP-requests is handled well witt#n6.0. This service can run on
Windows Server 2003 with the IPv6 protocol enabled. The [&begt this service as its
preferred method of hosting the SharePoint Web site. ITEnManager does not display IPv6
addresses as it does with IPv4. IPv6 information fioenuiser interface cannot be manipulated
as well. The IP Address Restrictions feature in [IBd&es not support IPv6 addresses or IPv6
prefixes. Other properties such as the ServerBindingSeadreBindings metabase parameters
do not support IPv6 addresses.

Results
Vulnerabilities

ICMP Flood Attack

Microsoft Windows XP and Server 2003 Family is prone to Btt&cks when IPv6 traffic is
enabled. The exploit floods the system with IPv6 packediscrashes the system. IPv6 enclave
systems were prone to this attack even when IPv4 packegstiansmitted using protocol 58.
An actual service attack killed the TCP/IP stack so nonconication could be occur using its
allocated address. The system would also not respomy ip@nfig/release or ipconfig/renew
executions.

Covert Channel Tool for IPv6 Encapsulation

A tool called VoodooNet has the ability to encapsulBtiélinside IPv4 packets and circumvent
most firewalls in use today. The open source tool habewn released to the public but
preliminary findings show that it can potentially bypassuséy applications in the Enterprise
network. Files with alternate streams of data cbeléncapsulated and moved across normal
TCP/IP enabled networks. Under New Technology File Sydiks® can be hidden in alternate
data streams. Microsoft Windows does not come with ttafanls for listing alternate data
streams. The IPv6 header extensions field could dtse ablditional mechanisms for hidden
files to be injected into the networks.
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Secure Neighbor Discovery (SEND)

An adversary on the same segment or one that gaiassattcthe network can essentially fake
router advertisements and wreak havoc on the netlayockanging hop limits or advertising
prefixes for some malicious websites. Most of theseagutions can be isolated in the IP layer
with IPSec but misconfigured keys and issues with the loligtoin of keys make this an
administrator’s nightmare. A vulnerability exists ihieh neighbor discovery messages can be
exploited using a DoS attack, enabling the attacker taddlme system. A network
administrator is advised to block all IPv6 multicastficaffom leaving or entering the enterprise.

SEND was developed for just this type of problem, butifiilementation of this protocol is
still not widely accepted. Microsoft does not supportSE&ND protocol in Windows XP,
Windows Server 2003, Windows Vista, or Windows Server Longho

Conclusions

The changes being made to the IPv6 stack by Microsoft fuethphasize the necessity to
embrace this new technology and prepare the Air Forae& world application of the
protocol. Researchers continue to develop guidelines andastlized implementation policies
in order to make the transition into the six-stackldvarseamless one. Unfortunately with
change comes much failure, but with the continuednigsti various scenarios and/or
configurations the process to convert to IPv6 will evehtumnefit the Air Force.

Implementation recommendations and procedures may chatigéhe release of Microsoft’s

new OS. However, the industry is pushing this technolog\tlamse not prepared will be left to
continued mismanagement of network operations.
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D.33 Milestone Objective 2 IPv6 Scenario 1 Router ConfiguratioGuide
Testing Organization and Publication Date

AFIOC
16 August 2006

Summary

This document describes how implementation of the IPv@®pobtan connect multiple
segments and devices within a LAN. It details many rsutemfiguration features that allow
IPV6 traffic to traverse over an IPv4 infrastructurdiisTreport also gives guidance concerning
vulnerabilities, IPv6 best practices, and security.

Test and Evaluation Method
Engineering Analysis
Joint Staff Operational Criteria Tested

1(1.4,1.4.1, 1.5, 1.5.1)
8(8.1,8.1.1)

Configuration
Certain tasks should be completed before configuring IRu®oters:

» Identify the boundary router that will be configured to tin@ dual stack. The router
should have at least one static, globally routable Hildtess

* ldentify the internal base router that will be moelifiwith the necessary ACLs in order to
add a fail-safe in the network in the event that thendary router is modified or
misconfigured

* Recognize current dual-stack implementation in Ciscod@ffvare permits an interim
network management solution, which allows applicationk sscTrivial File Transfer
Protocol, ping, Telnet, and Traceroute to run over edhdPv4 or IPv6 transport

» Use the appropriate Cisco I0OS images with IPv6 supfiath specific router model
will have its available 10S that supports IPv6. The reoemded criteria are that an
advanced IP services version be used and the router hastadegquaory

» Select an IPv6 interior routing protocol that is apprdpriar the network configuration

» Configure the boundary router to utilize the routing protooost appropriate to the
network. Keep tunneled traffic on a separate routingopodto avoid tunneled networks
using the same routable transport as the bases’ ihtertveorks.
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Results
Vulnerabilities

IOS HTTP Authorization Vulnerability

The HTTP server local authorization makes it possibleypass authentication and execute any
command on the device. AllHTTP server services omdmcular router or switch can be
disabled to work around this problem.

Mitigate Viruses or Worms with an IDS/IPS

A traditional virus in no way changes with IPv6, but sanay experience significant barriers to
propagation because of the way IPv6 addressing was developed.

Best Practices

Implement Privacy Extensions Carefully

Although privacy extensions minimize the potential farsdng attacks, it also makes it difficult
to troubleshoot and trace problems on the network.

Use Non-Standard Addresses for Critical Systems

Do not use addresses with the standard ::10 or ::20 desighiddr hosts. Make it more difficult
for adversaries to guess the address space by using soriddiAEF1.

Filter Unneeded Services at the Firewall

Any services not utilized at the base level for missiatical applications should be disabled
such as 6to4 or Teredo tunneling.

Host and Application Security

All systems should be patched and secured more vigorously ugieg IPv6 since many
appliances such as firewalls and IDSs have not beeaydEpWith IPv6 support yet.

Filter ICMPvV6
All nonessential ICMP messages should be blocked atrévediil. Nevertheless, considering

MO1 requirements, all ICMPv6 messages should be blockeul&aving or entering the
internal base router and enclave boundary router.
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Filter Spoofed Networks From Entering the Enclave oreBdstwork

An administrator should restrict access to traffic imagng from known source addresses. All
private, reserved, and invalid source addresses should bedice perimeter router or base

boundary device.
Conclusions

The guidance set forth in this document should asgisetbonfiguring IPv6 in a network. The
recommended tasks, best practices, and vulnerabilitiesfidénvill help ensure a smooth
transition to IPv6.
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D.34 2006 Ethernet Switch Comparison Report
Testing Organization and Publication Date

Communications Systems Evaluation Team / Technologgtation Center (TIC)
March 2007

Summary

This report evaluates core, building, and edge Ethewitthes provided by six vendors (Alcatel
Networks, Cisco Systems, Extreme Networks, Forcel0 N&sy&oundry Networks, and Nortel
Networks) for possible use in the Installation Informatinfrastructure Modernization Program
(I3MP). The U.S. Army Information Systems Engineerirgg®and (USAISEC), TIC
conducted these evaluations in the TIC evaluation fadibtm January through December 2006.
This report includes a discussion of vendor strengths @adtwesses and provides conclusions
and recommendations.

Test and Evaluation Method
Demonstration

Joint Staff Operational Criteria Tested
1(1.4,1.4.1)

2(2.3,2.3.1,23.2)
3(3.1,3.1.1,3.2,3.2.1, 3.3,3.3.1)
8(8.1,8.1.1,8.1.2)

9(9.1,9.1.1)

Configuration

The following vendors (Table D-24) were tested in a laiooyeenvironment with the use of
automated test tools (Spirent and Ixia).

Table D-24 Tested Products

Vendor Core Building Edge
0S6850-48
0S6850-24
0S6850-P48
0S6850-P24

0S6850-48X

0S6850-24X

Alcatel
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Table D-24 Tested Products (continued)

Vendor Core Building Edge
Catalyst 3750-48
Catalyst 3750-24
ggiz:yz gggg Catalyst 4507R Catalyst 3560-48
Cisco Systems Catalist 6504 Catalyst 6506 Catalyst 3560-24
Catalyst 4510R Catalyst 6504 Catalyst 4507R

Catalyst 2960-48
Catalyst 2960-24

Extreme Networks

BlackDiamond 12804R
BlackDiamond 12804C
BlackDiamond 10808

BlackDiamond 8810
Summit X450-24t

Forcel0

E600i
E300

S50V-48

Foundry Networks

Biglron RX-8
Netlron XMR 8000
Netlron XMR 4000

Biglron RX-4

Fastlron SuperX
FES X424-POE
FES 4802-POE
FES 2402-POE

ERS 8606
ERS 5530
ERS 5520-48
ERS 5520-24
ERS 5510-48
ERS 5510-24

ERS 8610

Nortel Networks ERS 8606

Results

The switches were evaluated in four categories: pedace, system functionality, network
management, and security. Results are listed beloeafdr vendor.

Alcatel Networks

The edge switches provided by Alcatel achieved line rataiginput in each applicable test. The
system functionality test demonstrated the switche&ldmandle network traffic effectively.
The IPv6 support for security and management is not clysrmported by these edge switches.

Cisco Systems

Cisco switches scored the highest in the core, buil@ind,edge switch categories. They
displayed an extremely fast failover time and met atnadl VolP requirements. Throughput for
the Catalyst 6500 switches for IPv6 traffic was at or tiea rate in most instances. These
switches were capable of making IPv6 routing decisionarndware. The switches can be
securely managed only via Secure Shell Version 2 (SSHwh wbnfigured solely for IPv6.

Extreme Networks
Extreme’s edge switches were equal to Cisco’s edge swifoh¢he highest score in this
category. Traffic patterns were stable in the sysesihand the QoS mechanisms shaped traffic

flows as expected. The IPv6 throughput was at or neardtedor all switches. Extreme is
lacking in IPv6 management capabilities and can only be geainda SSHv2.
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Forcel0O Networks

Forcel0 switches exhibited IPv6 traffic rates at or hiearrate with one caveat. When
configured for IPv6, only half the ports per module were-lblocking. While this falls within
program guidelines, this should be taken into account forefutoplementation of IPv6. In
addition, Forcel0 demonstrated a robust IPv6 management @g@bdood as any tested.

Foundry Networks

Foundry continued to show improvement in IPv6. Foundrytivadirst to show any line rate
IPv6 throughput at the TIC, and they continued to shovsdiee during 2006. Network
management capabilities also continued to improve. Thelsygi support the TIC'’s entire
SNMP agent and web access requirements. The swaldwesupported HTTPS and SSHv2 to
secure network management traffic. Only their elem@amnager is lacking in IPv6 support.

Nortel Networks

This was Nortel's first time showing IPv6 capabilitiestbeir switches. Traffic was processed

at or near line rate. Nortel supports some IPv6 managde®ares, although the transmission
of SNMP traps is not supported. The switches also sugSHit/2 with 3DES.

Conclusions

All six vendors provided complete and sound solutions tleatlBMP requirements. All vendors
also continued to improve their switches’ IPv6 capaédit All the core and building switches

processed IPv6 traffic in hardware. For the first tithe,majority of vendors supported some
type of IPv6 management traffic, but no vendor demorstrirSec in IPv6 environment.
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D.35 Implicit Peer Enclave Prefix Discovery Protocol (IM-PE®) High Assurance
Internet Protocol Encryptor (HAIPE) Discovery White Paper

Testing Organization and Publication Date

SPAWAR
23 March 2007

Summary

This paper introduces the Implicit IM-PEPD for implensgian in HAIPE devices. This will
support the Navy IPv6 routing architecture and addressing scaaieoD enterprise-wide
networking transition to IPv6 by the fourth quarter of ZX08.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested
1(1.6, 1.6.1)

Configuration

The basic requirements of IM-PEPD include:

* The Cipher Text (CT) side and the COI Plain Text (Rd@ sf a HAIPE must have the
same network prefix. This allows the local HAIPEatgomatically determine the CT
prefix of a remote HAIPE without an explicit discoyearotocol.

» The CT interface address of the HAIPE must be admatigély pre-assigned, that is, a
fixed value called “COI identifier” will be inserted intbe host portion of the HAIPE CT
address, and this host portion will be the same fddAIPEs within a COIl. The purpose
of assigning a fixed value to the host portion of the PAE CT address is to protect the
PT hosts’ addresses. Thus, the prefix of the COIl PT warildsible on the CT core, but
the host portion of the addresses would not.

* The prefix of a COI must be summarized as a single-ggtgd prefix that is routable on
the CT core.

Conclusions

IM-PEPD is desirable in supporting the current Navy IPv6 adilng scheme for maximum IA
architecture summarization and flexibility. IM-PEPD supp@refix aggregation (in an
enclave/COIl). This should result in a single aggregatdtk phat is routable on the GIG CT
core domain. IM-PEPD is globally scalable sincs based on global prefixes; thus it is ideal
for supporting maximum route summarization necessaryeiept IPv6 route explosion on
Navy networks and to save significant bandwidth on londbadth RF tactical links.

UNCLASSIFIED 127



D.36 JUICE 2006 Test Report Verification of IPv6 Stateless Autoenfiguration, Tactical
Reorganization & Network Mobility (NEMO)

Testing Organization and Publication Date

CERDEC
14 December 2006

Summary

JUICE 2006 allowed users from various communities to tesinteroperability of their
networks with other networks currently deployed or underldpweent. During the exercise,
CERDEC and Common Hardware Systems (CHS) demonsthretdetnefits of IPv6 Auto-
configuration, tactical reorganization and NEMO. Dethdpecifications, requirements and
tests necessary to certify the use of auto-configurat@hNEMO are provided in this report.
The results of this effort will provide a comprehensivdarstanding of auto-configuration and
NEMO to IPv6 implementers throughout the Army and DoD.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested
10(10.1, 10.1.1)
Configuration
JUICE allowed users from various communities to testritezoperability of their networks with
other networks currently deployed or under developmentCHWrovided both a tactical
backbone and an experimental backbone in IPv6.
Equipment included:
» Cisco 2600 Series Router (12.4) Beta NEMO Version
* Laptops (Windows/IPv6)
* Netgear Switches

» Ethereal
* Apache Web Server.

Results

Using the IPv6 backbone, the CERDEC/CHS team demoedttlatee different IPv6 features.
The three experiment scenarios and their resultasaf@lows:
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Scenario 1 - Stateless Auto-configuration

This scenario demonstrated the simplification of nekveetup by using auto-configuration in
IPv6. In this scenario, a network node consistedrotiter and three hosts attached to a single
point on the JUICE backbone.

The mobile router’s interface 0/0 was assigned theviatig address through autoconfiguration:
XX:XX:486:4:; ----:----:----:----, The dashes represehe 64 bits of the address derived from the
machine’s 48 bit MAC address and a 16 bit place holder (FFFE} is the Extended Unique
Identifier 64 address. The laptop configured with the fabhgvmaddress: XX:XX:486:5::----.

All pings returned successfully to locations within and idetef Node 1's network. The JITC
web page was displayed in Firefox with no problemd.litts were working and accessible on
Node 1. There was no significant detriment for theetto configure for the RA interval
modifications. Whether the RA interval was increasedecreased, the time to configure stayed
roughly 4 seconds.

Scenario 2 — Tactical Reorganization

This scenario builds upon scenario 1 by demonstratingaevaies being configured to the
JUICE backbone. This simulates the in-theater néecdeating homogenous networks out of
parts.

Node 1's mobile router interface 0/0 was assigned th@xfolg address through
autoconfiguration: XX:XX:486:4:----:----:----1----. Theddle 2’s mobile router interface 0/0 was
assigned the following address through autoconfiguratioR:XX:486:4:----:----1----1----.

All pings returned successfully to locations within and idetsf the Tactical Operation Center
(TOC) 1's network. The JITC web page was displayedreféx with no problems. All links
were working and accessible on Node 1 and Node 2. Thes@avsignificant detriment for the
time to configure for the RA interval modificationg/hether the RA interval was increased or
decreased, the time to configure stayed roughly 4 seconds.

Scenario 3 — NEMO

Using the previously demonstrated auto-configuration, sweBauilds on scenarios 1 and 2 by
using auto-configuration in conjunction with IPvé NEMOs #he mobile node roams, they
depend on auto-configuration to obtain care-of addressdgeanobile router that allows
seamless communication between the mobile node’s campoand the corresponding nodes.
NEMO allows networks to operate in an on-the-move c@pwith minimal user intervention.

Node 1's mobile router interface 0/0 was assigned th@xfolg address through

autoconfiguration: XX:XX:486:4:----:----:----:----. Node 2imobile router interface 0/0 was
assigned the following address through autoconfiguratioR:XX:486:4:----:----1----1----.
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All pings returned successfully to locations within and idetef TOC 1's network. The JITC
web page was displayed in Firefox with no problemd.litds were working and accessible on
Node 1 and Node 2. Node 2 was successfully moved fromT©OOC 2 with connectivity to
the inside hosts remaining the same.

Conclusions
Scenario 1 — Stateless Auto-configuration

In demonstrating the use of stateless auto-configuratimexperiment provided simple metrics
on the time to configure on both a network device andgyssem. Stateless auto-configuration
simplifies the time and effort necessary to set upraakle a network operational. Current
methods of network initialization involve hard-codedistatidressing and labor intensive
processes. By using stateless autoconfiguration, the éamygliminate the errors caused by
manual intervention and the need to configure and distrDHIEP servers.

Scenario 2 — Tactical Reorganization

Building upon the work of scenario 1, Tactical Reorganirgpimvided a more “real world”
application of stateless auto-configuration. This seengas an example of how stateless auto-
configuration can facilitate brigade combat teams mergitaga single network with minimal
user intervention. Tactical reorganization by stasetéego-configuration reduces the time and
potential errors caused by current methods of manual régooation.

Scenario 3 — NEMO

Using the previous auto-configuration, scenario 3 built tgg@marios 1 and 2 by using auto-
configuration in conjunction with IPv6 NEMO. This expeeinh shows how easily on-the-move
units can transfer from one TOC to another without fgatanworry about reconfiguring their
networks for the new location. Communication contiratetheir original addresses without user
or community knowledge of the change.

Recommendations

The work of the DoD/Army to transition to IPv6 is @naplex ongoing effort. The experiments
outlined for the JUICE 2006 exercise for network initiatian and NEMO are important but
only a small segment of this effort. The recommepdadif Product Director CHS and
CERDEC is that more laboratory and analysis work e duaith these features and additional
features of IPv6 to show their benefit, usability and imgaee to the DoD/Army transition to
IPv6. Itis the firm opinion of the CHS and CERDEG@rtethat the full impact of the operational
benefits of IPv6 for net-centric systems architectsijast beginning to be comprehended.
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D.37 Implementing Internet Protocol Version 6 (IPv6) on an Arny Installation
Testing Organization and Publication Date

USAISEC/TIC
April 2007

Summary

This paper investigates the network service areas @ieatyArmy post and shows what can be
achieved now with IPv6 and what lags behind in achieving IPvtéypdt describes the current
state of the industry and the pieces which need to becoature before IPv6 achieves IPv4

parity.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested

1(1.1, 1.1.1, 1.5, 1.5.1)
2(2.2,2.2.1,2.2.2,2.2.3)
8(8.1, 8.1.1)

Configuration
In order to implement an IPv6 pilot on a post, tweuasptions are made.

1. Every affected device in the system will be dual stagporting IPv4 and IPv6. This
includes the application server, client, and networkbace. There will not be any IPv6-only
devices and no tunneling.

2. The application will reside entirely on-post. Tient and server machines will all be on the
same post and no IPv6 traffic will leave the post. Tie®ts the MO1 guidance.

An address plan is necessary before establishing IPv& trdtbst IPv6 experts suggest that a
post IPv6 address plan should closely reflect the culiPedt addressing plan, to ease network
management, but opportunity exists to improve the addresgiegnscin IPv6. Addresses

should be given out in a manner that will facilitaterarchical routing, where prudent, and
should follow Army and DoD addressing policies. Unfortetya Army and DoD addressing
policies are not complete at this time, and so a [@stat obtain permanent IPv6 address space.

UNCLASSIFIED 131



Results (Issues)

Several concerns are prevalent in any implementafioivé; IPSec is one of the most
controversial. Current guidance states that all IPvecdsunust support IPSec. Current NSA
Guidance appears to indicate any IPSec device is an |Aedand therefore must undergo
Federal Information Processing Standard (FIPS) cetidicand National Information
Assurance Partnership (NIAP) Common Criteria evaluatibime majority of available IPv6
devices do not support IPSec. Both the development of IRPabitities and the FIPS/NIAP
processes are expensive and time-consuming for vendomingextensive delays in getting
secure products for DoD implementations.

Another issue is that upgrades are required for most saxveupport the 64-bit bus speed
required for Longhorn. The Network Enterprise Technpldgmmand has proactively
mandated that future server purchases must be 64-bit, Hutlthef current servers are only 32-
bit.

Finally, the issue of addressing policies is not yet ddffoe DoD and Army. A pilot
implementation could proceed with temporary IPv6 addrebsésinless an addressing plan is
defined, implementers risk wasting a great deal of tindeedfiort in renumbering and
restructuring a pilot implementation when addressingséaa finalized.

Many of the delays in DoD’s IPv6 implementation occurauese commercial vendors do not see
the pressing need to migrate to IPv6. Twenty yearsgo,was a dominant customer in the
communications industry and DoD directives were taken seripusly by industry. Today,

DoD represents a relatively small market segment fmstroommercial vendors. To make
matters worse, DoD as a whole is not investing moneyli®v6 development and is only half-
heartedly promoting IPv6 implementation on its networlkss a classic Catch-22; DoD
agencies do not want to invest a lot of money into IPv@ mchiistry starts making better
products, but industry does not want to spend a lot of mdeegloping IPv6 products until
customers start buying them.

Conclusions

Implementing IPv6 on an Army post requires many more coems than just IPv6-enabled
core elements. Besides the switches, implemengss to be concerned with server and client
OSs, network scanning and vulnerability analysis tools, asidgeplans, policies, and training.
Commercial development for these aspects of IPv@aaking, so conducting pilots at this time
is very difficult. The DoD needs to continue to encouradastry to develop IPv6 products.
The DITO should presently publish a mandate requiring ARQeisit some future date and
encouraging vendors to submit their products for DoD ARtirtg. Army program managers
need to pressure vendors to develop IPv6 capabilities inpteelucts and applications and
pursue testing, to confirm that they will work in the Arsecure dual-stack environment.
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D.38 Juniper Networks Internet Protocol Version 6 Report
Testing Organization and Publication Date

JITC
June 2007

Summary

The AIPTL at Fort Huachuca, Arizona, conducted testinginipgr routers in a dual-stack
environment. The objective of this testing was to comga@érformance of IPv6 with that of
IPv4. Tests evaluated individual network devices.

Test and Evaluation Method

Experiment

Joint Staff Operational Criteria Tested

3(3.1,3.1.1, 3.2, 3.2.1)
8(8.1,8.1.1,8.1.2)

Configuration

Testing was done in a dual-stack environment which withbeoperational environment in DoD
networks during the IPv6 transition.

TheDUT loading was done using Agilent automated test equipnferame throughput and
frame latency data was collected for each device. iMellconnections were made from the
automated test device to the DUT. DUT interfaces whosen to ensure the offered traffic
would constitute 100% of system capability. Thus, each devas tested under full load
conditions.

Table D-25 lists the devices and the OSs that were te$tad.table includes a vendor specific
sample of equipment and OSs expected to be in the DN@Atory in the 2008 time frame.

Table D-25 Equipment Configuration

DUT/Platform Interface Operating Processing Engine
System
Juniper T640 10 Gbps Interfaces JUNOS 8.1 N/A
Juniper M320 10 Gbps Interfaces JUNOS 8.1 N/A
Juniper T320 10 Gbps Interfaces JUNOS 8.1 N/A
Juniper M40e 0C-48 POS Interfaces JUNOS 8.1 N/A

When evaluating throughput and latency of the DUT, seVerdl/IPv6 frame ratios were used.
These ratios were 100% IPv4, 100% IPv6 and the followin§/IPv4 ratios 10/90, 50/50, and
90/10. Ratio testing characterized a router’s performdnoag the DoD’s IPv6 transition, with
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the 90/10 ratio representing an early IPv6 implementatiwhlower IPv6 traffic than with the
50/50 and 10/90 ratios representing mid-stage and later-stag@iplementations.

Results

Table D-26 reports DUT throughput and latency data. dble shows test data for individual
frame sizes in each IPv4/IPv6 ratio. The throughput aiseh¢y data results for each router were
combined and an average for that individual combinationlistasl. As an example, the values
in the first results block of column one representltesf a test running 0% IPv4 frames, and
100% IPv6 frames simultaneously. Throughput values aretegporthe millions of frames and
latency values in microseconds. The parallel betwleeframe size throughput and latency
values for each IP ratio illustrates equivalency fodiBrd IPv6.

Conclusions
This test was designed to demonstrate IPv6 throughput andylagquivalent to or better than

IPv4. Test data indicates that IPv4 and IPv6 performanequivalent on all devices with IPv6,
and for some frame sizes, slightly outperforming 1Pv4.
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Table D-26 Juniper IPv4/IPv6 DUT Comparison Data

Combined Avg. Throughput in

IPv4/IPv6 Ratio % Frame Size Millions of Erames Per Second Combined Avg. Latency in ps
86 9 25
128 7 27
256 3 28
512 2 35
0-100 768 2 39
1024 1 43
1280 1 47
1518 1 50
86 9 24
128 7 27
256 3 29
512 2 35
100-0 768 2 39
1024 1 43
1280 1 47
1518 1 50
86 9 25
128 7 28
256 3 31
512 2 40
20-50 768 2 46
1024 1 52
1280 1 58
1518 1 63
86 9 37
128 7 45
256 3 57
512 2 90
90-10 768 2 123
1024 1 154
1280 1 186
1518 1 214
86 9 30
128 7 35
256 3 43
512 2 62
10-90 768 2 81
1024 1 100
1280 1 119
1518 1 134

UNCLASSIFIED

135




D.39 Beyond Addresses: IPv6 Value for the GIG
Testing Organization and Publication Date

DISA
25 August 2006

Summary

This paper provides responses to some common miscontepbout the value of IPv6 for DoD
and the information industry at large. It also describets@éntric benefits of implementing
IPv6 with the emphasis on machine-to-machine communicaiiotwo environments. The
paper also reviews IPv6 standardization work in the GiGiba Forum and IETF and emerging
IPv6 applications. It then affirms the strategic valfithe GIG transition to IPv6.

Test and Evaluation Method
Engineering Analysis

Joint Staff Operational Criteria Tested
1(1.1, 1.1.2)

2(2.2,2.2.1)
4(4.1,4.1.1)

Configuration

IPV6 is vital for the GIG as described in the DoD memduan of intent. This announcement
has energized IPv6 proponents in the industry and govetnmégmmany network professionals
remain nonchalant. Three things stand in the way ofrgelRv6 acceptance:

* DoD has a large IPv4 space.
» Organizations with limited IPv4 address use Network Addreasslation (NAT).
» There is no “killer application.”

Results
IPv4 Space

A fundamental difference between IPv4 and IPv6 iswlidt IPv4, the address allocation is an
asset; it provides address holders with a competitive satyamelated to its size. With IPv6, in
contrast, the address allocation is a commodity.ryEsetity will have more addresses than it
could possibly use, and the competitive advantage will bppfications and new types of
networks that take advantage of the IPv6 address spaeeefdie, the sooner DoD starts
experimenting with IPv6 applications the greater bertefiill gain from IPv6.
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NAT

NAT breaks end-to-end security mechanisms such as |PSscifically, IPSec AH fails
because the IP address provided by the NAT box cannot liendicated and IPSec ESP does
not allow recomputing the checksum in the encrypted fi€fler. Some protocols, such as
FTP, Reservation Protocol, DNS, SMTP, SIP, H.323, aidli®, can work through NAT at the
cost of additional complexity of engaging ALG. Howevaany of these fixes are not
comprehensive, and state that “making SNMP ALGs comgléathsparent to all management
applications is not an achievable task.”

There are also architecture and implementation chakeinggsing NAT. The process of
resolving names to addresses for hosts located in padatess realms favors a client-server
architecture and placement of the server in the publiccaddealm, because the DNS/ALG
cannot support secure DNS name servers in the privatainlom

Killer Applications

As IPv6 gains critical mass, there will be no short@igeew applications and operational
scenarios. Consider for instance an Army ColoneleaNdvy Commander participating in a
joint operation. Intoday’s IPv4 world, the Colonel laaslP address from the Army’s pool of
addresses, the Commander’s address is from the Navy;sgpolovhen they exchange
information, packets traverse numerous routers, filev@ad other systems, possibly spanning
the globe back and forth. With IPv6, every joint operatiould have its own address block
enabling the Colonel and Commander to communicate directly.

Conclusions

Focus on the size of the IPv6 address space frequentlgetages into a quantitative
comparison between the IPv4 address allocation ancetdsrof existing applications. This
approach conceals tremendous qualitative advantages provideel tymmodity nature of the
IPv6 space. The abundance and easy configuration of Hevésses will enable DoD to
provide its users with multiple addresses associatedvaribus COls and manage these
addresses as users move around or change COls. A hiaebacitoess assignment will result in
an efficient route summarization and provide better obotrer routing table sizes than the
fragmented IPv4 space. New IPv6 protocol features wdhstline networking by eliminating
IP header options and packet fragmentation and improvimngpriefunctions such as address
configuration, multicast, ICMP, DHCP, DNS, etc. Unidueeal Addresses will serve closed
GIG networks to preclude external routing and, in padigumay be considered for address
assignment within the GIG Black Core. Furthermorer@gtnew applications will emerge by
capitalizing on IPv6-specific features such as Flow Labdkension headers and anycast.
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D.40 Testing Known Vulnerabilities Against Internet Protocd Version 6 (IPv6)
Testing Organization and Publication Date

NSA
21 May 2007

Summary

The general purpose of this analysis is to identify IPvekwesses by testing a collection of
known vulnerabilities against the IPv6 protocol stack. Tiha report exposes and reports
weaknesses within the IPv6 stack in an operational atateimilar environments. This
document is intended to provide information regarding tbeodery, validation, analysis and
observations of applying known vulnerabilities and attacksagbPv6. This document does
not contain bias, recommendations, or potential mibgati

Test and Evaluation Method
Demonstration
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1, 1.4.2)
8(8.1,8.1.1, 8.1.3)

Configuration

The test laboratory consisted of both hardware aftdvae components configured with an OS
able to handle the IPv6 stack in some capacity. Tha&édsork was divided into the
management network and the victim network.

The management network consisted of a Windows XP maehithi@ network attack simulation
device known as the Spirent ThreatEx 2700. The SpiitenatatEx 2700 device was used to
generate attacks against the target machines by injectstidettoaffic into the victim network.

The Windows XP system served a dual purpose and was used todiae the ThreatEx
device via its proprietary management software and genarerabilities via the ThreatEx
generation software for the development of customitaatles. The devices on the management
network were physically connected to each other withsadC8560 switch. During each test,

this network was used to push attacks to the ThreatEx 27@®iagament port for execution on
the victim network.

The victim network consisted of a machine configured withQBeto be tested, a Fedora 5
machine with Ethereal to capture packets during testinbaaifindows XP machine for “ping”
and “telnet” verification. At times, a Fedora 5 machiees used to carry out attacks that could
not be performed with the ThreatEx device. The dewcethe victim network were physically
connected to each other with a 10/100 hub to ensure tlpaicilibts were passed to the intended
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victim. During each test the ThreatEx’s attack port e@mmected to the victim network to inject
the anomalous traffic. At no time did the vulnerabititpss any routers or firewalls while
destined for the OS under attack.

All OSs were installed on Dell Precision 450 computeswaere used to host the OSs on both
the victim and management networks. Each had a 3.0 &tggirocessor, 80 GigaByte (GB)
hard drive, and either 1.5 GB or 2.5 GB of Random Accemsiddy.

Results

Table D-27 lists the vulnerabilities, test number, thtgae, OS under test, and the result of each

test.
Table D-27 Results
. . . Windows Windows
Vulnerability Threat | Windows | Windows . . . .
Describtion Test # Tvoe XP (a) Vista (c) Vista Native 2003 Linux (d) Solaris (e)
P yp Stack () | Server (b)

Operating System Specific
IPv6 SYN Vulnerability 10 DoS Fail Fail Fail Fail Fail Fail
IPv6 avoidance of Covert . .
Microsoft Eirewall 23 Channel Fail Pass Pass Fail N/A N/A
Protocol Specific
IPv6 Land Attack 1 DoS Fail Pass Pass Fail Pass Pass
IPv6 SYN Flood 2 DoS Fail Fail Fail Pass Fail Fail
IPv6 SYN Flood 2 3 DoS Pass Pass Pass Pasq Pas| Fail
RST Flood IPv6 4 DoS Pass Pass Pass Passg Pasis Pag
FIN Flood IPv6 5 DoS Fail Fail Fail Pass Pass Pass
ACK Flood IPv6 6 DoS Fail Fail Fail Pass Fail Fail
URG Flood IPv6 7 DoS Fail Fail Fail Pass Pass Pass
CWR Flood IPv6 8 DoS Fail Fail Fail Pass Pass Pass
ECE Flood IPv6 9 DoS Fail Fail Fail Pass Pass Pass
IPV6 Ping flood 11 DoS Fail Fail Fail Pass Fail Fail
Zero Length IPv6 Packet 12 DoS Fail Pass Pass Pass Pass Pass
Link Local Scope .
Multicast Smurf attack 13 DoS Pass Pass Pass Pass Pass Fail
Interface Local Scope :
Multicast Smurf attack 14 DoS Fail Pass Pass Pass Pass Pass
Link Local Scope
Multicast Reverse Smurf 15 DoS Pass Pass Pass Pass Pasg Fail
attack
::PK\;% Random Length 16 DoS Pass Pass Pass Pass Pass Pasyg
|P.V6 Random Length 16 Remote Pass Pass Pass Pass Pass Pass
Field Access
IPv6 Random Priority and 17 DoS Fail Pass Pass Pass Pass Pass
Flow Labels
Multicast done DoS 18 DoS Pass Pass Pass Pasp Pag Pass
Ir_lterface Local Multicast 19 RFC 2460 Pass Pass Pass Pass Pass$ Pas
ping Spoof Response
Link Local Multicast ping |, | prc 2460 Pass Pass Pass Pass Fail Fail
Spoof Response
IPv6 Network Device .
Discovery DoS (Startup) 21 DoS Pass Pass Pass Pass Fail Pass
IPv6 Network Device
Discovery DoS 22 DoS Fail Fail Fail Fail Fail Fail
(Reinitialize IPv6)
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Table D-27 Results (continued)

. . . Windows Windows
Vulnerability Threat | Windows | Windows . . . .
Describtion Test # Tvoe XP (a) Vista (c) Vista Native 2003 Linux (d) Solaris (e)
P yp Stack (f) Server (b)
::IT(\JIS dF'rSt Fragment 24 DoS Pass Pass Pass Pass Pass Pass
IPv6 Fragment Flood 25 DoS Pass Pass Pass Pass Pass Pass
Link Local Spoofing 26 session Fail Fail Fail Fail Fail Fail
Hijacking

IPv6 ICMP_ECHO Covert . . . . . .
Request Payload 27 Channel Fail Fail Fail Fail Fail Fail
IPv6 ICMP_ECHO Covert . . . . . .
Request ID Header Field 28 Channel = = =l =l = =
IPv6 Remote DoS - 6to4 29 DoS Pass Pass Pass Pass Pass Pass
Tunneled Smurf
6 to 4 Tunneled Ping a7 Covert Pass Pass Pass Pass Fail Fail
Random IP Channel
6 10 4 Tunneled Ping Link 48 Covert Pass Pass Pass Pass Fail Fail
Local IP Channel
6to4 Tunneled IPv6 Covert
ICMP_ECHO Request 49 Pass Pass Pass Pass Fail Pass

— Channel
Payload
6to4 Tunneled IPv6 Covert
ICMP_ECHO Request ID 50 Pass Pass Pass Pass Pass Pass

- Channel
Header Field
Fuzzing
Fuzz all Fields 30 FUzZ Fail Pass Pass Fail Pass Fail
Fuzz Dest IP 31 FUzz Pass Pass Pass Pass Pass Pass
Fuzz Dest MAC 32 FUzz Pass Pass Pass Pass Pass Pass
Fuzz Dest Multicast 33 FUzZ Pass Pass Pass Pass$ ss Pa Pass
Fuzz Flow Label 34 FUzZZ Pass Pass Pass Pasg Pask ss Pa
Fuzz Hop Limit 35 FUzzZ Pass Pass Pass Pass Pasg s Pas
Fuzz Next Header 36 FUzZ Fail Pass Pass Fail Pass Fail
Fuzz Payload Length 37 FUzZzZ Pass Pass Pass Pass s Pas Pass
Fuzz Priority 38 FUzz Pass Pass Pass Pass Pas Pas
Fuzz Source IP 39 FUzzZ Pass Pass Pass Pas$ Pags s Pa
Fuzz Source MAC 40 FUZZ Pass Pass Pass Pasg Pags ss Pa
Fuzz Payload Length2 41 FUzZzZ Fail Pass Pass Fail Pass Fail
Fuz_z Destination 42 FUzz Pass Pass Pass Pass Pass Pass]
Mulitcast2
FUZ.Z Destination 43 FUzz Pass Pass Pass Pass Pass Pass]
Mulitcast3
Fuzz Dest IP - Link Local 44 FUzZ Pass Pass Pass ss Pa Pass Pass
E(L)Jé;ISource IP - Link 45 FUzz Pass Pass Pass Pass Pass Pass]
Fuzz Version 46 FUzz Pass Pass Pass Pasg Pasp Pasp

Conclusions/Summary

Five different OSs and their TCP/IPv6 stack implemamtatwere tested. All OSs were tested
under the same conditions. Below is a short sumnfaggach OS.

Windows XP
During DoS attacks within the link local network, Windows &deepted TCP/IPv6 packets
whose source IPv6 addresses were random and consigiemiowilink local source addresses.

Other OS implementations discarded these packets, matlows XP accepted and processed
them.
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Windows Vista — Dual Stack

During DoS attacks within the link local network, Windowstsliaccepted TCP/IPv6 packets
whose source IPv6 addresses were inconsistent witholoal $ource addresses. Other OS
implementations discarded these packets, but Windowa ®stepted and processed them.

Windows Vista — Native Stack

Test results were the same for the Windows Vistev@éatack as they were for dual stack, except
for the DAD DoS test. The Windows Vista native IPrgplementation failed the DAD test
during system reboot and start-up, which differed from dtadk testing.

Windows 2003 Server

Windows 2003 Server seems to be very resilient to makedDoS attacks. Many of these
attacks were particular floods that had some effechboé degraded overall performance. One
of the only DoS attacks that was effective during tgstias the Land attack when it took
approximately 20 seconds after the last packet was segttdoer to a steady state.

Linux

The Fedora Core 5 OS was also tested for possibls flathhe tunneling of IPv6 packets inside
of IPv4 packets. During the testing, Fedora responded to gbtine tests, which were an
ICMPV6 packet inside an IPv4 packet with both random extanthlink local source addresses.
These packets solicited responses in the form of Prdtbweachable packets. This behavior
should be limited due to the possibility it may be usgdkhumeration or reconnaissance.

Solaris

Solaris 9 was the only OS that failed the TCP/IPv6 gbd attack generated from the same
source IPv6 address and port. SYN2 was a SYN flood attatklid not generate random
sources for each packet. Both routable and link local $8uéce addresses from the attack
packets generated NS responses from the Solaris 9 IRkGsi@iementation. It appears that
these responses to the same course address caused DoS.
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D.41 IPv6 Mitigation Planning Phase 3: Custom Configuration Gudance
Testing Organization and Publication Date

NSA
1 June 2007

Summary

This document addresses mitigations for the highest gyrianlnerabilities that were validated
during FY 2006 efforts and is the second of five mitigateports. The purpose of this
mitigation plan (Phase 3) is to implement custom condigoin guidance on each OS then to re-
test the failed attacks from the FY 2006 efforts as ansi¢o identify weaknesses in the technical
security controls inherent within IPv6.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1, 1.4.2)
8(8.1,8.1.1, 8.1.3)

Configuration

The IPv6 test team tested five different OSs and WeR/IPv6 stack implementations. Each
system applied vendor patches, implemented Secure Tedmpdamentation Guides (STIGS),
and applied custom configuration guidance for each test. SThGs used to guide OS testing
required that each OS be updated to the latest vendibr Ipael. As a result, each system was
updated with the recommended patches as of November 200&adfoOS, the integrated patch
utility was used to load all suggested vendor patches.

Results

This is the fourth iteration of testing, which is a Rhaf FY 2007 effort. The matrix listed as
Table X contains five types of boxes, which denote fipesyof test results. First, all empty
boxes are tests that passed the first round of teg$ti@6 Testing Known Vulnerabilities against
IPv6) and were deemed not vulnerable. Second, all ¢gp@es represent tests that were
mitigated by applying Vendor Patches [(VP) used in Table D-B&®1]. Third, all blue boxes
represent tests that were mitigated by the implementafithe DISA STIGs (Phase 2). Fourth,
the yellow boxes represent tests that were mitigateatidoymplementation of Custom
Configuration Guidance (CCG used in Table D-28; Phase i), the red boxes represent tests
that failed during FY 2006 testing, vendor patch, STIG andousbnfiguration guidance
testing. The tests denoted with red boxes are consi&&€dprotocol or vendor
implementation issues (Phase 4).
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Table D-28 IPv6 Testing Matrix

. . . Windows Windows .
Vulnerability Threat Windows Windows . . Linux .
Description Test # Type XP (a) Vista (c) Vista Native 2003 (d) Solaris (e)
Stack (f) Server (b)
Operating System Specific
IPv6 SYN Vulnerability 10 DoS VP [ Not Mitigated | Not Mitigated | VP VP CCG
IPv6 avoidance of Covert
Microsoft Firewall 23 Channel VP VP
Protocol Specific
IPv6 Land Attack 1 DoS VP VP
IPv6 SYN Flood 2 DoS VP STIG CCG
IPv6 SYN Flood 2 3 DoS VP
RST Flood IPv6 4 DoS
FIN Flood IPv6 5 DoS VP CCG CCG
ACK Flood IPv6 6 DoS VP CCG CCG STIG | Not Mitigated |
URG Flood IPv6 7 DoS VP CCG CCG
CWR Flood IPv6 8 DoS VP CCG CCG
ECE Flood IPv6 9 DoS VP CCG CCG
IPV6 Ping flood 11 DoS VP |_Not Mitigated [ Not Mitigated | ccG ccG
Zero Length IPv6 Packet 12 DoS VP
Link Local Scope
Multicast Smurf attack 13 DoS VP
Interface Local Scope
Multicast Smurf attack 14 DoS SIS
Link Local Scope
Multicast Reverse Smurf 15 DoS
attack
IP_v6 Random Length 16 DoS
Field
IPv6 Random Length 16 Remote
Field Access
IPv6 Random Priority and 17 DoS VP
Flow Labels
Multicast done DoS 18 DoS
Ir_lterface Local Multicast 19 REC 2460
ping Spoof Response
Link Local Multicast ping 20 REC 2460 cca cce
Spoof Response
IPv6 Network Device
Discovery DoS (Startup) 21 DoS —
IPv6 Network Device
Discovery DoS 22 DoS CCG CCG
(Reinitialize IPv6)
IPV6 First Fragment 24 DoS
Flood
IPv6 Fragment Flood 25 DoS
Link Local Spoofin 26 | Session VP cce cce cce STIG STIG
p 9 Hijacking
IPv6 ICMP_ECHO 27 Covert VP cCG cCG ccG ccG STIG
Request Payload Channel
IPv6 ICMP_ECHO Covert
Request ID Header Field 28 Channel W — — — — Slle
IPv6 Remote DoS - 6to4
Tunneled Smurf 29 DoS
6 to 4 Tunneled Ping Covert
Random IP A Channel cce cce
6 to 4 Tunneled Ping LinK Covert
Local IP 48 Channel CCG CCG
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Table D-28 IPv6 Testing Matrix (continued)

Vulnerability Threat | Windows | Windows Wlndovv_s Windows . .
Description Test # Type XP (a) Vista (c) Vista Native 2003 Linux (d) Solaris (e)
Stack (f) Server (b)
6to4 Tunneled IPv6 Covert
ICMP_ECHO Request 49 CCG
Channel
Payload
6to4 Tunneled IPv6 Covert
ICMP_EC_HO Request ID, 50 Channel
Header Field
Fuzzing
Fuzz all Fields 30 FUzZz VP CCG STIG
Fuzz Dest IP 31 FUzz
Fuzz Dest MAC 32 FUzZz
Fuzz Dest Multicast 33 FUzZZ
Fuzz Flow Label 34 FUzZ
Fuzz Hop Limit 35 FUzzZ
Fuzz Next Header 36 FUzz VP CCG STIG
Fuzz Payload Length 37 FUzZZ
Fuzz Priority 38 FUzz
Fuzz Source IP 39 FUzzZ
Fuzz Source MAC 40 FUZZ
Fuzz Payload Length2 41 FUzz VP CCG STIG
Fuzz Destination
Mulitcast2 42 FUzz
Fuzz Destination
Mulitcast3 43 FUZZ
Fuzz Dest IP - Link Local 44 FUzZZ
Fuzz Source IP - Link 45 FUZZ
Local
Fuzz Version 46 FUzz

Conclusions/Summary

The IPv6 test team tested five different OSs and W@R/IPv6 stack implementations. During
this phase of mitigation testing, 85% of the vulneraegdipassed testing after installation of
vendor patches, implementation of STIGs and customgumatiions. Of the 50 tests conducted

(or the remaining failures from the STIG implementatesting) 37 were mitigated and

recognized as “Pass”.
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D.42 IPv6 Mitigation Planning Phase 4: RFCs and Protocols
Testing Organization and Publication Date

NSA
1 June 2007

Summary

This document presents the results of the remainingdailafter vendor patches, STIGs, and
custom configuration guidance had been applied. This docudentifies the remaining
failures that are either RFCs, or vendor or standarde$iachplementation issues and
designates them as a deferred risk (Phase 4). This tioitigaport is the last report intended as
a summarization of the effort to expose and report weaksasithin the implementation of IPv6
in an operational state and similar environments oncedd&es, STIGs and custom
configuration guidance have been applied.

Test and Evaluation Method

Engineering Analysis

Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1, 1.4.2)
8(8.1,8.1.1, 8.1.3)

Configuration

The failures that were deemed RFC, vendor implementatidtandards body issues became
known as deferred risks. The team completed researehaimof the remaining failures to
determine whether the remaining failure was a vendor oriBst@ and what current steps were
being taken to mitigate the issue, if any.

Results

Windows XP

During the custom configuration testing of Windows XP, the&tability was tested. After
exhausting possibilities through a custom configuration, DatdiAddress Discovery DoS
(reinitialized) still failed to be mitigated within WindeXP.

Windows 2003 Server

During the custom configuration testing of Windows 2003, a knavimerability was tested.
After exhausting possibilities for mitigations througbustom configuration, one vulnerability
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(Duplicate Address Discovery DoS reinitialized) failed éorbitigated within Windows Server
2003.

Linux

During the custom configuration testing of Fedora Coreksd8vn vulnerabilities were tested.
After testing was completed, all vulnerabilities hadrbenitigated.

Solaris

During the custom configuration testing of Solaris 9, 9 kmewlnerabilities were tested. After
exhausting possibilities for mitigations through a custonfiguration, 2 vulnerabilities (ACK
flood IPv6 attack and Link Local Scope Multicast Smurdeit) failed to be mitigated within
Solaris 9.

Windows Vista Dual Stack

During the custom configuration testing of Windows Vista IC8tack configuration, 12 known
vulnerabilities were tested. After exhausting possiedifor mitigations through a custom
configuration, 4 vulnerabilities (IPv6 SYN Flood, IPv6 Pidgdel, Duplicate Address Discovery
DoS reinitialized, and IPv6 SYN Flood) failed to be gatied within Windows Vista Dual Stack
configuration.

Windows Vista Native Stack

During the custom configuration testing of Windows VistaiwalPv6 Stack configuration, 13
known vulnerabilities were tested. After exhausting jpdgges for mitigations through a
custom configuration, 5 vulnerabilities (IPv6 SYN Flood,8fRing Flood, Duplicate Address
Discovery DoS reinitialized, Duplicate Address DiscgMeoS Startup, and IPv6 SYN Flood)
failed to be mitigated within Windows Vista Native IPv6 cka

Conclusions/Summary

After the completion of vendor patch, STIG and customfiguration guidance
implementations, tests that passed were deemed mitightse; that did not pass were deemed
failures or vulnerabilities. Vendor patch, STIG, and austonfiguration guidance testing
yielded 13 remaining failures that were not mitigated by hadieystems. The remaining 13
failures are vendor implementation or RFC issues amdangigated through deferring the risk.
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D.43 Internet Protocol Version 6 (IPv6) Mitigation Plan Phase 1:Vendor Patch
Implementation Plan

Testing Organization and Publication Date

NSA
21 May 2007

Summary

This document addresses mitigations for the highest fyriasinerabilities that were validated
during FY 2006 efforts and is the first of five mitigati@ports. The general purpose of this
mitigation plan (Phase 1) is to implement vendor pgan each OS and re-test the failed
attacks from the FY 2006 effort, as a means to identgknesses in the technical security
controls inherent within IPv6.

Test and Evaluation Method
Experiment
Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1, 1.4.2)
8(8.1,8.1.1, 8.1.3)

Configuration

The IPVv6 test team analyzed five different OSs anid Ti&P/IPv6 stack implementations. All
OSs were updated to the latest vendor patch levelsNeveimber 2006. For each OS, the built
in patch utility was used to load every possible patahwas suggested. This ensured that all
patches provided by the vendors were included.

Results

In FY 2006, efforts yielded 84 failed attacks or testssxfive OSs. After vendor patches were
applied, 60 failed attacks remained. Failed attacks wereeddyc28%. Table

D-28 (pages 138, 139), shows what attacks/tests were corbgcietidor patches. Table D-29
gives an overall view of which OS was tested, thelvemof failed tests, and number of failed
tests after vendor patches were applied.
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Table D-29 Failed Attacks After Implementing Vendor Patche

Number of Failed Tests After
Operating Systems Tested Number of Failed Tests Vendor Patches
are Applied
Windows XP 20 2 (10%)
Windows 2003 Server 10 7 (70%)
Windows Vista Native 13 13 (100%)
Windows Vista Dual Stack 12 12 (100%)
Linux — Fedora Core 5 12 11 (92%)
Unix — Solaris 9 17 15 (88%)
Total Attacks 84 60 (72%)

Conclusions/Summary

The IPv6 Testing investigated five different OSs and th€iP/IPv6 stack implementations. All
OSs were tested under the same conditions and resrksr@ported accordingly. During this
phase of mitigation testing, 29% of the vulnerabilitiespdgesting by installation of vendor
patches. Of the 85 tests, 24 passed.
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D.44 Internet Protocol Version 6 (IPv6) Mitigation Plan Phase 2:STIG Implementation
Testing Organization and Publication Date

NSA
21 May 2007

Summary

This document addresses mitigations for the highest fyriasinerabilities that were validated
during FY 2006 efforts and is the second of five mitigateports. The purpose of this

mitigation plan (Phase 2) is to implement OS STIGsfrh OS, then to re-test the failed attacks
from the FY 2006 efforts as a means to identify weakisassie technical security controls
inherent in IPV6.

Test and Evaluation Method
Experiment

Experiment

Joint Staff Operational Criteria Tested

1(1.1,1.1.1, 1.4, 1.4.1, 1.4.2)
8(8.1,8.1.1, 8.1.3)

Configuration

The IPv6 test team assessed five different OSs andltG&/IPv6 stack implementations. The
STIGs used to guide OS testing required that each OS be dpdabe latest vendor patch level.
As a result, each system was updated with the recommeatidtes, as of November 2006. For
each OS, the integrated patch utility was used to loaigdested vendor patches.

Results

The IPv6 team applied vendor patches then ran 84 testty. t&its remained prior to DISA
STIG implementations. Of these 60 tests, 10 tests passeere mitigated by STIG
implementation. Based on these results, vendor patoiee STIGs mitigated 40% of the
vulnerabilities discovered in the FY 2006 IPv6 Testingbld ®-28 (pages 138, 139), shows
which attacks/tests were mitigated by STIGs. Table D-@sgn overall view of which OS
was tested, the number of failed tests, the numbfiletl tests after vendor patches were
applied, and the number of failed tests after STIGs andar patches were applied.
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Table D-30 Failed Attacks Post STIG Implementation

Operating Systems Tested

Number of Failed Tests

Number of Failed
Tests After Vendor

Number of Failed Tests
After STIGs and Vendor

(FYO06 Testing) Patches Patches

are Applied are Applied
Windows XP 20 2 (10%) 1 (5%)
Windows 2003 Server 10 7 (70%) 7 (70%)
Windows Vista Native 13 13 (100%) 13 (100%)
Windows Vista Dual Stack 12 12 (100%) 12 (100%)
Linux — Fedora Core 5 12 11 (92%) 8 (66%)
Unix — Solaris 9 17 15 (88%) 9 (53%)
Total Attacks 84 60 (72%) 50 (60%)

Conclusions/Summary

The IPVv6 test team analyzed five different OSs anid Ti&P/IPv6 stack implementations. All
OSs were tested under the same conditions, and resuttsreported accordingly. During this
phase of mitigation testing, 40% of the original failurad passed testing after installation of
vendor patches and implementation of STIGs (50 failleegimned out of the original 84 failures
identified during the initial vulnerability testing). Oftl60 tests conducted (or the remaining
failures from the vendor patch implementation testit@)were recognized as Pass.
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